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Annotation: The article deals with iterative methods for animation of three-dimensional 

objects. The features of the methods are determined. The obtained results can be used in the 
formation of dynamic images. 
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Introduction 
One of the tasks of computer graphics is the animation of three-dimensional 

scene objects, in particular, the problem of inverse kinematics.    
Inverse kinematics is a widely used method of model animation. It is used to 

create motion in both simple and complex hierarchical models. When using inverse 
kinematics, it is not necessary to animate each individual node of a hierarchically 
connected chain to obtain its motion as a whole. To do this, you can set the necessary 
parameters, and the calculation of the chain motion taking into account the 
connectivity will be performed automatically on each frame [1].  

The inverse kinematics chain is a hierarchy where the interaction between 
objects is carried out "from the bottom up", from the child object to the parent object. 
For example, take the classic model of a man - a bipod. If you move the body (parent 
object) in space, the arms, legs, and head (child objects) will move with it as if they 
were rigidly fixed. This is a chain of direct kinematics, where the impact on the 
parent object affects its child objects. If the reverse kinematics chain is implemented 
in this bipod, the movement in the space of a child object, for example, a hand, will 
lead to the movement of the parent objects: forearm, shoulder, trunk [2].  

For the algebraic solution of the inverse kinematics problem, it is required to 
solve the equation for 2N independent variables [3]. Since the dimension of the 
matrices is an element, it is possible to obtain four linearly independent equations, 
which makes it possible to find four variables. In fact, I would like to have a solution 
for an arbitrary number of variables, because the greater the number of degrees of 
freedom involved, the more objects can be in the chain, the more universal the 
manipulator [4]. The algebraic method gives solutions for manipulators with no more 
than six degrees of freedom.  The ability to find six variables at four linearly 
independent equations appears because the local matrices of objects in the chain as a 
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whole are strongly sparse. This allows you to get a small number of solutions, and 
then choose from them using a certain criterion the most acceptable and reasonable. 
In General, six degrees of freedom allow you to create a full-fledged three-wheeled 
(manipulator of three objects in the chain) manipulator that meets most of the tasks of 
robotics, where manipulators are usually used. The disadvantages are a small number 
of degrees of freedom (no more than six) and difficulties with the control of 
restrictions on the degree of freedom. 

 
Iterative methods 
The main thing for inverse kinematics is the speed and accuracy of the solution. 

The most significant and intractable problem is the problem of achieving a given 
accuracy [5]. 

The theoretical foundations of the methods do not guarantee global 
convergence, since iterative methods refer to methods for finding a local extremum 
rather than a global one. The condition of global convergence is the monotonicity of 
the function taken over the entire domain of definition. In the case of inverse 
kinematics, the form of the function is not obvious, especially with a large number of 
variables. This is the main theoretical problem of such methods. The second problem 
is accuracy. Unlike the real world, the virtual world has finite accuracy, which 
inevitably leads to errors in the calculation of both the values of functions and their 
derivative [6]. 

 Theoretical issues of this kind are difficult to solve and are among the 
fundamental problems. Regarding the type of inverse kinematics function (IK 
function), we can say the following. From the geometry of the chain, it can be seen 
that the global minimum corresponds to a set of vectors from the domain of 
definition, and there is a problem of monotony of the function. The paper [7] shows 
an extended Rosenbrock function, an extended generalized Powell function, a spiral 
chute type function, and a wood function. In addition, if the method successfully 
copes with the minimization of functions of the wood, there is still no guarantee that 
on the other test functions are the solution. In this regard, the only way to guarantee 
the correct operation of the method for an arbitrary function is to test it on the largest 
possible set of nonlinear functions with a global minimum [8]. Only after testing the 
method on all the functions proposed in [9], it is possible to set a sufficient degree of 
confidence in the correct operation of the method for an arbitrary function. 

In addition to the successful operation of the method, it is required to 
qualitatively implement the calculation of the function and its derivatives. Unlike test 
functions that have analytical form, IK function [10] does not have this type, which 
significantly reduces the accuracy of the calculation of the derivative by finite 
differences. Thus, no less significant problem than the implementation of the method, 
there is a problem of accurate calculation of derivatives, in terms of significant loss of 
accuracy in the calculation of the function. Hamming method can be used for these 
purposes [11]. A striking example of how important it is to be able to correctly 
calculate the derivative of finite differences is the same wood function. IK-function 
also requires selection of optimal parameters for the algorithm. 

There are several methods to improve the efficiency of iterative approaches. 
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This is a transition from the BFGS algorithm to its modification L-BFGS [12], which 
can significantly improve the speed of the algorithm for a large number of variables 
[10], [13]. Transition of the usual linear search algorithm to a linear search algorithm 
with a condition on the derivative [1]. The transition from conventional algorithm 
selection step in terms of arbitrary functions of private, dynamic step. Transition from 
a single-pass algorithm to a multi-pass one, with dynamic analysis of solution 
development and with restrictions on the total number of iterations 

It should also be noted that a linear search with a derivative condition generally 
improves the convergence of the algorithm on test functions, but does not affect the 
convergence of the IK function. Most of the time is spent in the neighborhood where 
the current value of the objective function is close to the desired value, but has not yet 
reached the desired accuracy. Theoretically, the BFGS algorithm has two main 
terminal codes (completion code):  

* the relative gradient of the function is less than the allowed value: 
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Conclusion 
The main difficulty, as mentioned above, is that it is impossible to fully test the 

cases of the algorithm until the end. In particular, when minimizing the objective 
function in the IK problem, a certain initial vector is set on each frame, the objective 
function is calculated on it and then it is minimized, thereby driving the chain of IK - 
objects in motion. It is clear that the display of the IK chain object is moving 
erratically, often not reaching the goal. This means that on some frames the algorithm 
does not fit into the specified accuracy, completing the work on the values of the 
objective function outside the permissible accuracy of the neighborhood. 

The cyclic coordinate descent method is faster, which is important for real-time, 
as well as easier to implement. Iterative numerical methods have their advantages. 
This is the universality of numerical methods, both in terms of the number of degrees 
of freedom, and the possibility of implementing the entire range of parameters 
required to configure the chain. The increase in the capacity of personal computers at 
this stage allows us to calculate the inverse kinematics in real time using numerical 
methods, which is confirmed by some data from the modern literature on this topic. 
Analysis [1, 10, 11, 13, 14] of the current state of Affairs in the field of minimization 
of nonlinear functions showed that there are several competing algorithms that solve 
such problems. However, in recent publications on this topic, preference is given to 
the algorithm BFGS (Broyden-Fletcher-Goldfarb-Shanno). 
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