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1. Introduction

Hierarchical tuning is used to ensure the accuracy and 
interpretability of fuzzy models. The model of the highest 
level of the hierarchy is based on the primary terms that de-
termine the semantic trend (increase, decrease). The model 
of the lowest level is constructed using linguistic modifiers 
(strong,  weak) that reflect the semantic intensity of the 
primary terms. The modified candidate rules are generated 
for each primary rule, and the knowledge base is subject to 
further selection and reduction [1]. The linguistic modifi-
cation is carried out by the concentration of the primary 
term with the subsequent shift. As a result, the problem of 
interpretability ensuring requires significant computing 
resources [1].

The reduction of complexity is provided by the method of 
hierarchical granular clustering, which carries out primary 
partition with the subsequent refinement of granules with-
in primary classes [2]. The solution to the problem of rule 
selection may be the use of fuzzy relational equations [3], 
the solutions of which represent the linguistic modification 
of the primary terms. Therefore, it is important to develop 
a composite approach combining the benefits of semantic 
training, granular partition and fuzzy relational equations in 
simplification of the process of hierarchical tuning of fuzzy 
classification knowledge bases.

2. Literature review and problem statement

Hierarchical tuning requires the definition of conditions 
for modification of the primary rules, as well as the selection 

of the modified candidate rules [4, 5]. For this purpose, mod-
els of linguistic modifiers are developed. In semantic models, 
the linguistic modifier describes the significance measure 
of the primary term or hedging threshold [6–8]. Then the 
conditions of partition are associated with determining the 
hedging threshold, and selection is based on the relation-
ships of semantic ordering [6].

The combination of advantages of the accuracy of granu-
lar models and interpretability of linguistic models has led to 
the emergence of the composite approach to tuning [9–12]. 
The linguistic modification is accomplished by the partition 
of the primary granules. The primary rules are consistently 
selected according to the contribution to the classification 
error [9]. The refined rules are formed using the methods 
of hierarchical or conditional fuzzy clustering [10, 11]. Such 
systems are regarded as partially granular, since the condi-
tion of the partition of the primary granule is determined by 
its description [11]. The interaction of the rules is provided 
by the granular parameters of the primary linguistic model, 
and the composite method of partition is provided by the 
flexible type of the primary membership function [12].

The incremental approach [9–12] accelerates the gen-
eration of candidate rules, but complicates selection. The 
hierarchical selection requires the choice of the best config-
uration of the primary rules, whose linguistic modification 
ensures the inference accuracy [9]. The common problem 
with hierarchical tuning methods is the lack of conditions for 
modification of the primary rules. As a result, both primary 
and modified rules are subject to selection [13].

In [14–16], the method for tuning of classification rules 
based on the inverse logic inference has been proposed. In 
[14–16], the primary relational model has been used that 
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did not require primary selection. The hedging threshold of 
the primary terms has been determined by solutions of the 
system of fuzzy relational equations with extended max-min 
composition. In [17], the method of linguistic modification 
of the primary relational rules has been proposed. To do 
this, the transition to the primary system of equations with 
the hierarchical max-min/min-max composition has been 
carried out [3]. The solution of such a system of equations 
solves the problem of selection of the primary and modified 
rules, which simplifies the process of generation of candidate 
rules. However, the composite model [17] can yield in accu-
racy, since the primary model remains relational. The meth-
od of space partition of the input variables of such a model 
excludes the application of the primary rules with granular 
parameters. Finally, the model [17] needs to be tuned to 
experimental data.

Unlike [17], the composite fuzzy model of direct logic 
inference is developed on the basis of the primary rules with 
granular parameters. The method of tuning such model to 
experimental data is the method of classification rule hierar-
chical tuning with the linguistic modification based on solv-
ing fuzzy relational equations. In this case, the properties of 
the model [17] allow reducing the complexity of the problem 
of structural identification. In the first stage, the primary 
rules are tuned, and the modification conditions in the solu-
tions of the primary system of equations are determined. In 
the second stage, the parameters of the granular solutions in 
the modified rules are tuned.

3. The aim and objectives of the study

The aim of the work is to develop the method of classifi-
cation rule hierarchical tuning with the linguistic modifica-
tion based on solving fuzzy relational equations. The method 
should ensure the construction of accurate and interpretable 
knowledge bases. In this case, the hierarchical selection of 
the primary and modified rules should simplify the tuning 
process.

To achieve this aim, the following objectives were ac-
complished:

– to develop a composite fuzzy model of direct logic 
inference based on the primary rules with granular param-
eters;

– to develop a genetic-neural algorithm of hierarchical 
tuning.

4. Models and method of classification rule hierarchical 
tuning 

4. 1. Composite fuzzy model of direct logic inference
For an object of the form y=f(X) with n inputs X= 

=(x1,…, xn) 
and the output y, the “input – output” relation-

ship can be represented as a system of classification fuzzy 
IF-THEN rules:

= =
= → = 

1, 1,
[ ( ) ] ,i ik J

k T i n
x A y E

 
= 1, ,J M   (1)

= = =
µ = α → =  

,

1, 1, 1,
[ { ( ( ) )}] ,ik

jk

A jk p
i i j

k T p z i n
x y d  = 1, ,j m   (2)

where EJ  and dj  are the primary and modified terms for 
estimating the variable y, = 1, ,J M  = 1, ;j m  M and m are 

the numbers of the output terms; Aik is the primary term for 
estimating the variable xi, = 1, ,i n  in the rule k, = 1, ;k T  T 
is the number of the primary rules; µ ikA  is the significance 
measure of the primary term Aik; α ,jk p

i  is the fuzzy quantifier 
that describes the significance measure µ ikA  in the rule with 
the number = 1, jkp z

 
of the class dj; zjk is the number of the 

composite rules for the primary rule k in the class dj.
The following system of fuzzy logic equations with hier-

archical max-min/min-max composition corresponds to the 
primary fuzzy knowledge base (1) [17]:

=
µ = µ

1,
( ) max(min( ( ), )),J kE H J

k
k T

y rX = 1, ,J M   (3)

=
µ = µ

1,
( ) min( ( )),k ikH A

i
i n

xX  = 1, ,k T   (4)

where µ ( )JE y  is the membership function of the variable y 
to the term EJ; µ ( )kH X  is the membership function of the 
vector X to the rule Hk; µ ( )ikA

ix  is the membership function 
of the variable xi to the term Aik; J

kr  
is the weight of the pri-

mary rule Hk in the class EJ, ∈[0,1].J
kr

The following system of fuzzy logic equations corre-
sponds to the composite knowledge base (2):

== =
µ = µ ,

,
1,1, 1,

( ) max [max {min ( ( ))}],j

jk

d jk p
jk jk p i i

i nk T p z
y v w x  = 1, ,j m  (5)

where vjk is the weight of the primary rule Hk 
in the class dj, 

vjk =1(0); wjk,p is the weight of the composite rule with the 
number jk,p in the class dj, wjk,p∈[0, 1]; µ ( )jd y  is the mem-
bership function of the variable y to the class dj; µ , ( )jk p

i ix
 
is 

the membership function of the variable xi 
to the composite 

term = α, ,( , ).jk p jk p
i ik ia A

If the value of the variable x in (4) is given by the fuzzy 
term  *x , then the degree of membership µ 

*( )A x  is defined 
as follows [18]:

∈
µ = µ β σ µ 



**

[ , ]
( ) sup [min( ( , , ), ( ))],A A x

x x x

x x x

where µA(x, β, σ) and µ 

*

( )x x  are the membership func-
tions of the fuzzy terms A and  *x ; β

 
is the coordinate of 

the maximum of the function  µA; σ
 
is the concentration 

parameter [17]. 
The relations (3)–(5) determine the composite fuzzy 

model of direct logic inference based on the primary rules 
in the form:

µE(y, ΒE, ΩE)=fR(X, R, ΒA, ΩA),  (6)

y=fr(X, fR, Z, q, V, W, Βa, Ωa, Βd, Ωd),   (7)

where = µ µ1( ,..., )ME EEµ  is the fuzzy effects vector; 

⊆ × = = =[ ,  1, ,  1, ]J
k J kH E r k T J MR  

is the weight matrix of the primary rules in the knowledge 
base (1); 

= β β1( ,..., )PA A
AΒ , = σ σ1( ,..., ),PA A

AΩ  

= β β1( ,..., ),ME E
EΒ  = σ σ1( ,..., )ME E

EΩ  

are the vectors of the β
 
and σ parameters of the membership 

functions of the fuzzy terms AI and EJ; P is the number of the 
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primary input terms in the knowledge base (1); q and Z is the 
number of the composite input terms and rules in the knowl-
edge base (2); V=(v11,…, v1T,…, vm1,…, vmT) and W=(w1,…, wZ) 
are the weight vectors of the primary and composite rules in 
the knowledge base (2); 

= β β1( ,..., ),qaa
aΒ  = σ σ1( ,..., ),qaa

aΩ  

= β β1( ,..., ),mdd
dΒ  = σ σ1( ,..., )mdd

dΩ  

are the vectors of the β
 
and σ parameters of the member-

ship functions of the fuzzy terms al and dj; fR and fr are the 
connection operators for the primary (1) and composite 
(2) rules. 

4. 2. The  problem  of  tuning  the  composite  fuzzy 
model

Let the training data set be given in the form of L pairs 
of experimental data: ˆˆ , ,p pdX  ∈ 1

ˆ { ,..., }p md d d  – for tuning  
 
the primary fuzzy model; ˆ ˆ,p pyX  – for tuning  the com-

posite  fuzzy model, where = 1
ˆ ˆ ˆ( ,..., )p p

p nx xX  and ˆ
pd  ( ˆpy ) is 

the vector of the values of the input variables and the output 
class (the value of the output variable) in the experiment 
with the number p, = 1, .p L

The essence of tuning the fuzzy model (6) is as follows. 
It is necessary to find the weight matrix of the rules R, the 
parameter vectors of the membership functions of the inputs 
ΒA, ΩA and the output ΒE, ΩE, Βd, Ωd, which provide the 
minimum distance between the model and experimental 
fuzzy effects vectors:

ˆˆ ˆ[ ( , , , ) ( , , , , )] min.R p A A p E E d df d− =∑ X R
R,B,

Β Ω µ Β Ω Β Ω  (8)

The essence of tuning the fuzzy model (7) is as follows. 
It is necessary to find the weight vectors of the primary 
and composite rules V, W and the parameter vectors of the 
membership functions of the inputs Βa, Ωa, which provide 
the minimum distance between the model and experimental 
outputs of the object:

Z,q, , , ,
ˆ ˆ[ ( , , , , , , , ) ] min .r p R a a pf f Z q y− =∑ X V W

V W B
Β Ω   (9)

The number of rules Z and terms q of the composite 
model is determined by solving the primary system of fuzzy 
logic equations.

Statement. The β parameters of classification rules of the 
form:

= = =
∈ β β → =∪ ∪ ∩

,,

1, 1, 1,
[ { ( [ , ])}] ,

jk

jk pjk p
i jiik T p z i n

x y d  = 1, ,j m   (10)

are the solutions of the primary system of equations (3), (4) 
for the given output classes, that is, provide the minimum 
distance between the observed and model significance mea-
sures of effects [3, 17]:

== β=

µ − µ β =∑ , 2

1,1,1

[ ( ) max(min(min( ( )), ))] .minJ ik

M
E A jk p J

j i k
i nk TJ

d r (11) 

Here β ,jk p

i
(β

,jk p

i ) are the lower (upper) bounds of the 
coordinates of the maximum of membership functions 

of the composite terms ,jk p
ia  in the rule with the num- 

ber jk, p.
Proof. Formula (10) follows from the properties of the set 

of solutions of the system of fuzzy logic equations with hier-
archical max-min/min-max composition [3, 17]. Let:

= µ µ1( ,..., )TH HH
j j jµ  – the weight vector of the primary 

rules Hk in the class dj; 
Zj – the number of the primary rules, selected for modi-

fication in the class dj;
= β β1( ,..., )j j

j nΒ  – the coordinate vector of the maximum 
of membership functions in the composite rule in the class 
dj, = 1, .j m

The weights of the primary rules in the class dj are de- 

termined by a single maximum solution ( )= µ µ1 ,..., T
H H H

j jjµ   
 
and a set of minimum solutions ( )= µ µ1 ,..., ,TH H H

jl jl jl
µ  = 1, ,jl Z  of 

the system (3).
For each interval solution of the system (3), that is, for  

each primary rule with the weight  µ µ  
, ,

kk
HH
jjl

 = 1, ,k T  = 1, ,jl Z   
 
the system (4) has the set of solutions k

jlS , which is deter-
mined by a single minimum solution k

jlΒ  and a set of maxi-
mum solutions = =,{ , 1, }

k k
jl jl h jklS h zΒ :

∈

 =   ∪
,

,, .
k k
jl h jl

kkk
jl hjljl

S

S
Β

Β Β   (12)

Here = β β, ,

1
( ,..., )k jk l jk l

jl n
Β  and = β β

, ,
, 1( ,..., )

k jk lh jk lh
jl h nΒ  are the 

vectors of the lower and upper bounds of the coordinates of 
the maximum β .j

i

By taking the union over the subsets (12) with the pri-
mary rules, we obtain the set of solutions *( , )j jS dR  of the 
system (3), (4), which is determined by the set of minimum 
solutions = ={ , 1, }k k

j jl jS l ZΒ :

∈ ∈ ∈

 = =   ∪ ∪ ∪
,

*
,( , ) , .

k k k k k k
jl j jl j jl h jl

kkk
jl hjlj j jl

S S S

S d SR
Β Β Β

Β Β   (13)

Then the set of interval solutions (13) for the class dj has 
the form:

= =

  =      
∪ ∪*

1, 1,

( , ) , ,
jk

kk
jpjpj j

k T p z

S dR Β Β  = 1, .j m   (14)

Since for the hierarchical composition, the solution k
jpΒ  

in the set (14) is interpreted as 
=

β β∩
,,

1,

[ , ],
jk pjk p
ii

i n

 we obtain the  
 
formula (10). The hedging threshold of the primary terms Aik 
and EJ is determined by the bounds of the significance mea-
sures α α

,,[ , ]
jk pjk p
ii  in the solutions of the system of equations 

(3), (4), and the significance measures µ µ1( ,..., )ME E  in the 
fuzzy effects vector µE.

4. 3. Genetic-neural tuning algorithm
The genetic-neural method is developed in accordance 

with [19, 20] for tuning the primary rules and solving the 
system of fuzzy logic equations, as well as with [21] for tun-
ing the composite rules.

To solve the optimization problem (8), the chromosome 
encodes the structure and parameters of the primary rules; 
optimization problem (11) – the structure of the composite 
rules; optimization problem (9) – the parameters of the com-
posite rules. The fitness function is constructed on the basis 
of the criteria (8), (11), (9).
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The cross-over operation consists in the exchange of 
parts of the chromosomes in the weight matrix R and the 
parameter vectors of the membership functions ΒA, ΩA, ΒE, 
ΩE, Βd, Ωd; in the weight vectors of the primary rules H

jµ  
and coordinate vectors of the maximum ;k

jpΒ  in the weight 
vector of the rules W and the parameter vectors of the mem-
bership functions Βa, Ωa.

For the neural tuning of the model, the primary and 
composite fuzzy rules were implanted into a composite neu-
ro-fuzzy network (Fig. 1).

For tuning the structure and parameters of the primary 
fuzzy rules, the recurrence relations are used:

∂ε
+ = − η

∂
( 1) ( ) ;

( )

R
J J t

k k J
k

r t r t
r t

∂ε
β + = β − η

∂β
( 1) ( ) ;

( )
I I

I

R
A A t

At t
t

 

∂ε
σ + = σ − η

∂σ
( 1) ( ) ;

( )
I I

I

R
A A t

At t
t

∂ε
β + = β − η

∂β
( 1) ( ) ;

( )
J J

J

R
E E t

Et t
t

∂ε
σ + = σ − η

∂σ
( 1) ( ) ;

( )
J J

J

R
E E t

Et t
t

∂ε
β + = β − η

∂β
( 1) ( ) ;

( )
j j

j

R
d d t

dt t
t

 

∂ε
σ + = σ − η

∂σ
( 1) ( ) ,

( )
j j

j

R
d d t

dt t
t

  (15)

which minimize the criterion

ε = − 21
ˆ( ( ) ( )) ,

2
R E E
t t tµ µ

  
(16)

where ˆ ( )E tµ
 
(µE(t)) is the experimental (theoretical) fuzzy 

effects vector on the t-th training step; ( )J
kr t

 
are the weights 

of the primary rules on the t-th training step; β ( ),IA t  σ ( ),IA t  
β ( ),JE t  σ ( )JE t  are the parameters of the membership func-
tions of the primary terms on the t-th training step; β ( ),jd t  
σ ( )jd t  are the parameters of the membership functions of 
the composite output terms on the t-th training step; η is the 
training parameter.

For tuning the structure of the composite fuzzy rules, the 
recurrence relations are used:

∂ε
µ + = µ − η

∂µ
( 1) ( ) ,

( )
k k

k

R
H H t
j j H

j

t t
t

∂ε
β + = β − η

∂β
, ,

,( 1) ( ) ,
( )

R
jk p jk p t
i i jk p

i

t t
t

 (17)

which minimize the criterion (16), where 
µ ( )kH

j t  are the weights of the primary rules 
in the class dj

 
on the t-th training step; β , ( )jk p

i t  
are the coordinates of the maximum of mem-
bership functions of the composite input terms 
on the t-th training step.

For tuning the parameters of the composite 
fuzzy rules, the recurrence relations are used:

∂ε
+ = − η

∂, ,
,

( 1) ( ) ,
( )

r
t

jk p jk p
jk p

w t w t
w t

∂ε
β + = β − η

∂β
, ,

,( 1) ( ) ,
( )

r
jk p jk p t
i i jk p

i

t t
t

 

∂ε
σ + = σ − η

∂σ
, ,

,( 1) ( ) ,
( )

r
jk p jk p t
i i jk p

i

t t
t

  (18)

which minimize the criterion

 
ε = − 21

ˆ( ) ,
2

r r r
t t ty y

where ˆ r
ty  ( r

ty ) is the experimental (theoretical) output of 
the object on the t-th training step; , ( )jk pw t  are the weights 
of the composite rules on the t-th training step; σ , ( )jk p

i t  are 
the concentration parameters of membership functions of the 
composite input terms on the t-th training step.

The partial derivatives included in (15), (17), (18) are 
calculated according to [19–21].

5. Example: the problem of quality control of the 
wastewater treatment process

The problem of quality control of the process of primary 
wastewater treatment is considered [22]. Rules to be tuned 
are interpreted as solutions to the inverse problem of restor-
ing the reasons for pollution. Observation data for 527 days 
of operation of treatment facilities were obtained from [23].

Input parameters are: x1 – acidity, x1∈[7.3, 8.5]; x2 – 
biological demand of oxygen, x2∈[32, 517]; x3 – suspended 
substances, x3∈[104, 692]; x4 – volatile substances, x4∈[7.1, 
93.5]; x5  – sediments, x5∈[1.0, 16.0]; x6 – conductivity, 
x6∈[0.64, 3.17]*103. The output parameter is: y – the perfor-
mance of suspended organics sedimentation, y∈[5.3, 96.1]. 

The primary rules with weights are presented in Table 1, 
where the variables xi and y were described by the decrease 

 Fig. 1. Composite neuro-fuzzy model
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(D) and increase  (I) terms. The primary output terms in 
Table 1 were specified using linguistic modifiers: strongly 
(s), moderately (m), weakly (w). The tuned membership 
functions of the fuzzy terms EJ allowed obtaining the method 
of partition of the primary output granules into the modified 
granules = β β[ , ]

jj
dd

jd  (Table 2).

Table 1 

Primary fuzzy knowledge base

IF THEN

X Weight x1 x2 x3 x4 x5 x6 y

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8

0.51 
0.68 
0.80 
0.93 
0.45 
0.59 
0.67 
0.89

D 
I 
D 
I 
D 
I 
D 
I

D 
D 
I 
I 
D 
D 
I 
I

D 
D 
D 
D 
D 
D 
D 
D

I 
I 
I 
I 
I 
I 
I 
I

D 
D 
D 
D 
D 
D 
D 
D

D 
D 
D 
D 
I 
I 
I 
I

D
sD 
mD 
wD

H9 
H10 
H11 
H12

0.75 
0.62 
0.91 
0.56

D 
D 
D 
D

D 
D 
D 
D

I 
I 
I 
I

D 
I 
D 
I

D 
D 
I 
I

D 
D 
D 
D

I
sI 
mI 
wI

Table 2

Method of partition of primary output granules

dj
Hedging 
threshold 

Modified 
granules

dj
Hedging 
threshold

Modified 
granules

sD (0.86, 0.21) [18.25, 35.11] sI (0.18, 0.95) [67.70, 89.14]

mD (0.65, 0.29) [27.54, 47.61] mI (0.28, 0.74) [52.17, 77.75]

wD (0.48, 0.36) [36.23, 54.30] wI (0.30, 0.53) [49.85, 67.04]

The total number of the primary input terms (D (I)) in 
Table 1 is: А1(2), А3(4), А5(6), А7(8), А9(10), А11(12). The tuned 
membership functions of the fuzzy terms АI, I=1,…,12, al-
lowed obtaining the method of partition of the primary input 
granules into the modified granules = β β[ , ],

ilil
aa

ila  l=1,…,7 
(Table 3). Granular solutions of the system of equations (3), 
(4) are presented in Table 4.

For the relational primary rules from Table 1, the mean 
square error is 5.2918, and for the rules with granular pa-
rameters – 3.9295. The resulting granular solutions provide 
the approximation of productivity y to the experimental data 
presented in Fig. 2.

The modified rules are given in Table 5.

Table 3

Method of partition of primary input granules

xi qi Hedging threshold Modified granules qi Hedging threshold Modified granules

1 2 3 4 5 6 7

x1

1
1A [0.91, 1] [7.30, 7.41] 1

2A [0.86, 1] [8.27, 8.50]

2
1A [0.74, 0.91] [7.41, 7.55] 2

2A [0.65, 0.86] [8.15, 8.27]

3
1A [0.65, 0.86] [7.50, 7.62] 3

2A [0.48, 0.65] [8.04, 8.15]

4
1A [0.53, 0.74] [7.55, 7.72] 4

2A [0, 0.65] [7.30, 8.15]

5
1A [0.48, 0.65] [7.62, 7.77]

6
1A [0.36, 0.48] [7.77, 7.91]

7
1A [0, 0.53] [7.72, 8.50]

x2

1
3A [0.74, 1] [32.00, 135.70] 1

4A [0.65, 1] [390.60, 517.00]

2
3A [0.48, 0.74] [135.70, 196.12] 2

4A [0.65, 0.86] [390.60, 432.84]

3
3A [0.36, 0.48] [196.12, 235.49] 3

4A [0.48, 0.65] [352.19, 390.60]

4
3A [0, 0.53] [183.27, 517.00] 4

4A [0, 0.48] [32.00, 352.19]

x3

1
5A [0.86, 1] [104.00, 168.41] 1

6A [0.91, 1] [534.92, 692.00]

2
5A [0.65, 0.86] [168.41, 223.58] 2

6A [0.74, 0.91] [485.02, 534.92]

3
5A [0.41, 0.65] [223.58, 298.11] 3

6A [0.53, 0.74] [422.80, 485.02]

4
5A [0, 0.48] [272.60, 692.00] 4

6A [0.36, 0.53] [354.16, 422.80]

5
6A [0, 0.53] [104.00, 422.80]
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1 2 3 4 5 6 7

x4

1
7A [0.91, 1] [7.10, 21.90] 1

8A [0.86, 1] [75.04, 93.50]

2
7A [0.74, 0.91] [21.90, 29.08] 2

8A [0.65, 0.86] [67.28, 75.04]

3
7A [0.53, 0.74] [29.08, 39.15] 3

8A [0.41, 0.65] [56.12, 67.28]

4
8A [0, 0.48] [ 7.10, 59.74]

x5

1
9A [0.86, 1] [1.00, 3.17] 1

10A [0.91, 1] [13.26, 16.00]

2
9A [0.65, 0.86] [3.17, 4.86] 2

10A [0.74, 0.91] [12.03, 13.26]

3
9A [0.48, 0.65] [4.86, 6.45] 3

10A [0.53, 0.74] [10.51, 12.03]

4
9A [0.41, 0.74] [4.15, 7.28] 4

10A [0.36, 0.53] [8.82, 10.51]

5
9A [0, 0.48] [6.45, 16.00]

x6

1
11A [0.74, 1] [0.64, 1.21] 1

12A [0.65, 0.86] [2.33, 2.57]

2
11A [0.65, 0.86] [1.08, 1.30] 2

12A [0.48, 0.65] [2.10, 2.33]

3
11A [0.53, 0.74] [1.21, 1.44] 3

12A [0.30, 1] [1.74, 2.98]

4
11A [0.48, 0.65] [1.30, 1.52] 4

12A [0, 0.48] [0.64, 2.10]

5
11A [0, 0.53] [1.44, 3.17]

Continuation of Table 3

Table 4

Granular solutions of the system of fuzzy logic equations

X µH IF THEN

x1 x2 x3 x4 x5 x6 y

1 2 3 4 5 6 7 8 9

H3 

H4 
H8

0.86

3
1A

 
1
2A

 
2,4
2A

2,3,4
4A

 
2,3,4
4A

 
2,3,4
4A

1
5A

 
1
5A

 
2
5A

2,3,4
8A

 
1
8A

 
1
8A

2,3,5
9A

 
1
9A

 
2,3,5
9A

2,3,5
11A

  
2,3,5
11A

 
1
12A

sD

H2 

H3 

H4 

H7 
H8

0.65

1,2,3
2A

 
5
1A

 
2
2A

 
5,7
1A

 
4
2A

1,2
3A

 
3,4
4A

 
2
4A

 
1
4A

 
3,4
4A

1,2
5A

 
2
5A

 
2
5A

 
1,2
5A

 
2
5A

1,2
8A

 
2
8A

 
3,4
8A

  
1,2
8A

 
2
8A

1,2
9A

  
3,5
9A

  
2
9A

 
3,5
9A

 
2
9A

1,2
11A

  
2
11A

 
4,5
11A

  
2
12A

 
2,4
12A

mD

H1 

H2 

H3 

H4 

H5 
H6 

H7 
H8

0.48

1,3,5,6
1A

 
4
2A

 
6
1A

 
3
2A

 
1,3,5,6
1A

 
1,2,3
2A

 
7
1A

 
4
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1,3,5,6
1A

 
7
1A

3
3A

 
1,2,3
3A

 
4
4A

 
4
4A

 
1,2
3A

 
1,2
3A

 
3
4A

 
3
4A

 
3
3A

 
1,2,3
3A

1,2,3
5A

 
3
5A

 
3
5A

 
3
5A

 
1,2,3
5A

 
1,2,3
5A

 
4
5A

 
4
5A

 
4
6A

 
4
6A

1,2,3
8A

  
3
8A

 
3
8A

 
4
8A

 
1,2,3
8A

 
1,2,3
8A

 
3
8A

 
4
8A

 
1,2,3
8A

 
1,2,3
8A

1,2,3
9A

  
3
9A

 
5
9A

 
5
9A

 
1,2,3
9A

 
1,2,3
9A

 
3
9A

 
3
9A

 
1,2,3
9A

 
4
10A

1,2,4
11A

  
4
11A

 
1,2,4
11A

 
4
11A

 
4
12A

 
3
12A

 
4
12A

 
3
12A

 
5
11A

 
1,2,4
11A

wD

H10 

H12
0.36
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Fig. 2. Model (___) and experimental (___) productivity

Table 5 

Modified fuzzy knowledge base

IF THEN

X x1 x2 x3 x4 x5 x6 y

H3 

H4 
H8

mD 
sI 

wI-sI

wI-sI 
wI-sI 
wI-sI

sD 
sD 

mD-sD

mI-sI 
sI 
sI

mD-sD 
sD 

mD-sD

wD-sD 
wD-sD 

mI
sD

H2 

H3 

H4 

H7 
H8

mI-sI 
mD 
mI 

wD-mD 
wI-mI

wD-sD 
wI-mI 
mI-sI 

mI 
wI-mI

mD-sD 
mD 
mD 

mD-sD 
mD

mI-sI 
mI 

wI-mI 
mI-sI 

mI

mD-sD 
wD-mD 

mD 
wD-mD 

mD

mD-sD 
mD 

wD-mD 
mI 

wI-mI

mD

H1 

H2 

H3 

H4 

H5 
H6 

H7 
H8 

H10 

H12

wD-sD 
wI-mI 

wD 
mI 

wD-sD 
wI-sI 

wI-wD 
wI-mI 
wD-sD 
wD-wI

wD 
wD-sD 

wI 
wI 

mD-sD 
mD-sD 

mI 
mI 
wD 

wD-sD

mD-sD 
mD 
mD 
mD 

mD-sD 
mD-sD 

wD 
wD 
wI 
wI

mI-sI 
mI 
mI 
wI 

mI-sI 
mI-sI 

mI 
wI 

mI-sI 
mI-sI

mD-sD 
mD 
wD 
wD 

mD-sD 
mD-sD 

mD 
mD 

mD-sD 
mI

mD-sD 
mD 

mD-sD 
mD 
wI 

wI-mI 
wI 

wI-mI 
wD 

mD-sD

wD

H1 

H5 
H9 
H10 

H11 
H12

mD-sD 
wD-wI 

mD 
mD-sD 

mD 
wD-wI

wD-wI 
wD-wI 

mD 
mD-sD 

mD 
mD-sD

wD-wI 
wD-mD 

mI 
wI-mI 

mI 
wI-mI

wI-mI 
wI-mI 

mD 
wI-sI 
mD 

wI-mI

wD-wI 
wD 

wD-sD 
wD-sD 

mI 
mI-sI

wD-wI 
wI-mI 

mD 
mD-sD 
wD-wI 
mD-sD

wI

H9 
H11

wD-mD 
mD-sD

wD-mD 
mD-sD

mI 
mI-sI

mD-sD 
mD-sD

wD-mD 
mI-sI

wD-mD 
mD-sD

mI

H11 sD mD-sD sI sD sI mD-sD sI

The refined terms were described by the modifiers: s, m, 
w (D, І) for x1–x3; s, m (D) and w, m, s (I) for x4; s, m, w (D) 
and m, s (I) for x5; s, m, w (D) and w, m (I) for x6. 

6. Discussion of the results of  
effectiveness evaluation of classification rule  

hierarchical tuning

In [14–17], the method for tuning fuzzy classification 
knowledge bases based on the linguistic modification of 
the primary relational models has been proposed. This 
method develops these results for hierarchical tuning 
with the linguistic modification of the primary rules. The 
fundamental feature of the method is the transition to the 
primary granular model with the subsequent tuning to ex-
perimental data. As a result, the tuning time is reduced due 
to simplification of the hierarchical selection of the primary 
and modified rules.

The primary selection requires solving the optimization 
problem with ZjT variables for the weights of the primary 
rules in the class dj, = 1,j m  [13]. The solution of the system 
of equations with max-min composition allows reducing the 
complexity of the primary selection by solving Zj 

optimiza-
tion problems with T variables. Tuning of the primary model 
is an optimization problem with 2(M+m)+2nT variables for 
the weights of the rules and two-parameter membership 
functions.

Modification of each primary rule in the class dj is car-
ried out by solving the optimization problem with 2nzjk, 

= 1, ,j m  = 1, ,jk Z  variables for the β parameters of the rules 
[9–12]. The solution of the system of equations with min-
max composition allows reducing the complexity of rule 
generation by solving zjk 

optimization problems with 2n
 variables for each primary rule in the class dj.

Monitoring of the condition of water bodies is carried 
out by automated measuring systems online. In such sys-
tems, multispectral control methods of integrated param-
eters of water pollution and biotesting methods are used 
[24–27]. Emergency situations of different levels of danger 
require that the time of tuning a fuzzy model as new data 
arrive did not exceed the time of primary treatment. To pre-
vent polluted water from entering the biofilters, this time is 
limited to 45 min.

1 2 3 4 5 6 7 8 9

H1 

H5
0.41

1,2,4
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7
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4
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1,2,4
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4
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7
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4
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4
3A

 
2
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2
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3A

4
5A

 
3
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3
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5
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3
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5
6A

1,2,3
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3
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3
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8A

5
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5
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1,2,4
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1,2,4
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3
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1,2,3
10A

5
11A

 
3
12A

 
3
11A

 
1,3
11A

  
5
11A

 
1,3
11A

wIH9 
H10 

H11 
H12

0.53

H9 
H11

0.74

4,7
1A

 
2
1A

2,4
3A

 
1
3A

3
6A

 
2
6A

2
7A

 
2
7A

4
9A

 
2
10A

3,5
11A

  
1
11A

mI

H11 0.91 1
1A 1

3A 1
6A 1

7A 1
10A 1

11A sI

Continuation of Table 4
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Tuning by the method [9–13] takes 57 min, which ex-
ceeds the allowable time. The tuning time for this method is 
33 min (Intel Core 2 Duo P7350 2.0 GHz processor).

The limitation of this method is the classification format 
of the primary and modified fuzzy models.

7. Conclusions

1. The approach that combines semantic training, gran-
ular partition and solution of fuzzy relational equations for 
constructing accurate and interpretable rules is developed. 
The composite fuzzy model of direct logic inference based 
on the primary rules with granular parameters is proposed. 
It is shown that the weights of the primary rules, which are 
subject to modification, as well as the hedging threshold of 
the primary terms, are solutions of the primary system of 
fuzzy logic equations with the hierarchical max-min/min-
max composition, which solves the problem of the hierarchi-
cal selection of the primary and modified rules for the given 
output classes. For a particular technological process quality 
control problem contained in the experimental part, the pri-

mary model with granular parameters allows reducing the 
tuning error by 25 % compared with the primary relational 
model [17].

2. The method of classification rule hierarchical tuning 
with the linguistic modification is developed based on solv-
ing fuzzy relational equations, which allows reducing the 
training time. The genetic-neural approach for tuning the 
primary rules and solving the system of equations, as well 
as tuning the composite rules was used. The effectiveness 
of the approach is illustrated by the example of tuning and 
interpreting the solutions to the technological process qual-
ity control problem for the specified productivity classes. 
Compared to the hierarchical selection methods [9–13], this 
method allows reducing the tuning time by half.
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