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3D VECTOR FIELDS VISUALIZATION USING GRAPHICS PROCESSING UNITS

Abstract. The paper describes a method of visualization of three-dimensional vector fields adapted for GPUs. The aim of this
work is to develop and implement a method of visualization of three-dimensional vector fields, effectively using GPUs. The software
for visualization of three-dimensional vector field based on algorithms developed by the authors is created. This application provides
visualization of three-dimensional vector fields through an interactively controlled animation sequence. The main criteria for
evaluating the performance of visualization algorithms are the ease of interpretation and performance. The paper deals with the
problems of adaptation of the computational model of vector field visualization algorithms to the implementation based on the GPU.
Effective data representation for methods implemented based on vertex and pixel shaders of graphic processors is developed. The
generalized model of calculations based on the graphic processor is offered. The program for interactive visualization of sections of
a three-dimensional field of speeds by means of animation is created. A method of decomposition of a three-dimensional texture cube
to represent a three-dimensional vector field is developed. All proposed algorithms are implemented in the form of software modules
that can be used to build a visualization system. This paper describes a method of ray casting for visualizing three-dimensional
vector fields. The distinguishing features of this method are the separation of the screen into cells (spans) and the pipelining of
calculations using an intermediate description of the frame in the form of a list of primitives. Splitting calculations into two phases
using an intermediate frame description allows achieving maximum performance at the stage of pixel calculations that require the
most resources and determine the performance of the system as a whole. The advantages of such an approach over the frame-buffer
visualization method are shown. The use of modern graphics equipment allows achieving the best results in terms of performance.
Three-dimensional vector fields are used in scientific visualization, image processing and for special effects.
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Introduction

Progress in the field of numerical mathematical
physics in recent years, due to the rapid growth of
computer power, made it possible to carry out
complex computational experiments of
mathematical modeling of natural objects and
phenomena. Very common in environmental studies
and problems of hydrogasdynamics, a special case
of such modeling is the calculation of the three-
dimensional velocity field of the medium in a
limited volume on a regular or irregular grid.

The results of numerical simulation are large
arrays of vector and scalar data. The successful
outcome of the experiment largely depends on how
the data obtained will be presented to the researcher,
and what conclusions he will and what conclusions
he will make based on the resulting picture [1-5]. In
this regard, the visualization of the velocity vector
field becomes an integral part of many problems of
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numerical simulation. The stage of visualization of
the results obtained during the computational
experiment should provide the researcher with
comprehensive information about the structure, flow
rate and other characteristics.

The importance of the stage of visual
interpretation of the numerical approximation of
three-dimensional ~ vector  fields is  often
underestimated and is left to the standard
mathematical packages that implement outdated
visualization techniques, such as arrow diagrams or
color-coding. Flow velocity vector with this method
is displayed as an arrow, the direction and
magnitude of which correspond to the value of the
field at the point. The disadvantage of arrow
diagrams is the low resolution when displaying a
vector field. It is easy to see that in the visualization
of vortex structures there is a mutual intersection of
vector symbols, which leads to noise of the image
and the impossibility of its interpretation.
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Method of color-coding vector field puts in
correspondence to each value of the velocity field,
the value of the color space HSL (hue-saturation-
brightness). The direction of the field determines the
component of the color hue according to the color
wheel model. Brightness and saturation are selected
according to the value of the vector value at that
point. The color coding method allows for real-time
visualization, but the interpretation of the
visualization results requires some mental effort.
This circumstance makes the images obtained by
this algorithm not available for understanding
without additional mental effort.

At the same time, very little attention is paid to
the methods of visualization of three-dimensional
fields, while it is this family of algorithms that is the
only approach that allows the user to transmit
information about the vector field as a whole, i.e.
almost at every point of the considered area. The
images obtained by this family of methods
continuously cover the entire visualized area of the
vector field, as opposed to the arrow diagrams.
Visualization does not require additional
interpretation of the results and gives the researcher
a clear and intuitive picture of the vector field,
containing information about the structure and speed
in different areas.

One of the features of this family of methods is
the ability to implement graphics hardware. The
hardware architecture of modern graphics processors
has a complex structure that provides great
opportunities for controlling the visualization of a
three-dimensional scene. The presence of a graphics
processor (GPU —Graphics Processing Unit) and fast
SDRAM memory on the graphics card itself allows
you to consider a personal computer as a dual-
processor machine with shared memory. Such
graphics systems allow flexible control of the
pipeline rasterization of three-dimensional objects.
This gives you the opportunity to completely
redefine the operations and implement the methods
of the visualization entirely on the GPU.

Implementation of vector field’s visualization
methods using GPU resources allows achieving high
performance of the visualization system by
transferring part or all stages of the algorithm to the
GPU. The use of this approach makes it possible to
visualize a three-dimensional unsteady vector field
in an interactive mode.

Three-dimensional vector fields

Field theory is a branch of mathematics, but the
concept of field underlies many concepts of modern
physics. In general, it is said that in space a field of
some value u is given, if at each point of space, the

value of this value is determined. For example, in
the study of the gas flow it is necessary to
investigate several fields: the temperature field (at
each point, the temperature has a certain value), the
pressure field, the velocity field and other fields. The
field of magnitude u is called stationary (or steady),
if u does not depend on the time t. Otherwise, the
field is called non-stationary (or unsteady). Thus, the
value u is a function of the point M and time t. There
are two types of fields: scalar and vector.

Let D be some area on the plane or in space. If
in the D region of each point M(x,y,z) of space or
point M(x,y) of the plane at each time t, by a certain
law, the value of the scalar quantity u is put in
correspondence. Then the function u(x,y,z,t) in the
case of space or u (X, vy, t) in the case of the plane is
called a scalar field. The concepts of the scalar field
and the function defined in area D are the same. An
example of a scalar field can be the field of air
temperature in a room, if the temperature is
considered as a function of the point. At points
closer to the heat source, the temperature is higher
than at points farther from the heat source. We can
give examples such as the field of illumination, the
field of mass density and the like. To get a more
complete picture of the scalar field, its graphical
image is used - the level surface in space and the
level line on the plane. A level line is widely used in
the preparation of topographic and weather maps.
On topographic maps, the level line is the line at
which points the same height above sea level is
marked. On meteorological maps, two types of level
lines are built — isotherms (lines of the same
temperature) and isobars (lines of the same
pressure).

A vector field is a map that maps each point in
the space under consideration to a vector with a
beginning at that point. For example, the wind
velocity vector at a given time is different at
different points and can be described by a vector
field. Examples of a vector field are velocity and
acceleration fields in a flowing liquid or gas, a
gravitational force field, an electrostatic intensity
field, and the like. In general, an example of a vector
field can serve as a field of forces of any nature.

If in a certain area of space each point M is put
in accordance with a certain law vectorV , the vector

function V(M) is called a vector field or vector

field. Thus, a vector field is a vector function of a
space point

V=V(M)=V(xy,2)

Examples of a vector field are velocity and
acceleration fields in a flowing liquid or gas, a
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gravitational force field, an electrostatic intensity
field, and the like. In general, an example of a vector
field can serve as a field of forces of any nature. The
projection of the vector V(M) corresponding to the

point M on the coordinate axes will be denoted by P
= P(x,y,2), Q = Q(x,y,2), R = R(x,y,z). Then we can
define the vector field through the components:

V=Pi+Qj+Rk

Thus, a vector field, you can define three scalar
functions of P, Q, R. Let the functions and their
partial derivatives in the variables x, y, z are
continuous functions. That is, each point of space is
mapped to a vector (the value of the vector field at a
given point in space). This vector differs for
different points in space, that is, the vector field
takes different values at different points in space. At
each point in space, the field vector has a certain
value and certain, except when the field turns to
zero, direction in this space.

Imaging 3D vector fields has applications
primarily in scientific visualization [6-17]. Much of
the shape is a function of directional information as
well. Sculptors, computer graphics researchers have
recognized the importance of direction in process of
image creation and shape. Therefore, methods that
can image directional information have wide
application across both scientific and artistic areas.

At the present stage of development of
computer graphics, graphics performance sufficient
for most applications achieved by improving the
components and manufacturing technology of video
cards and by increasing the number of processor
units and their clock frequency. However, the main
approaches to the creation of photorealistic images
remain unchanged and do not meet the requirements
of many applications of three-dimensional graphics,
and this contradiction cannot be resolved without
developing a new theoretical basis.

These drawbacks eliminated by means of
analytical definition of objects and their rasterization
using ray-tracing algorithms. Analytical definition of
geometric objects does not require large amounts of
memory. There are works on visualization of
functionally defined surfaces, such as convolution
surfaces [18], implicitly defined surfaces, known in
computer graphics as blobby models [19],
metaspheres [20], soft objects [21], etc. However,
their use is limited to a rather narrow class of
modeled surfaces and slow visualization. The
employed algorithms are difficult to optimize for
real-time visualization, and this imposes restrictions
on their practical application.

One of the main disadvantages of the known
visualization methods is complexity of the
calculation of points on the surface [22]. Thus, the
ray marching method does not guarantee detecting
the surface, and, in addition, it is slow [23]. The
method of determining the intersection of a ray with
an implicitly defined surface is too complex to
calculate the L- and G-parameters [24]. In the
tracing method, finding the maximum radius when
no point of the volume lies within the sphere is a
nontrivial task [25]. Ray tracing with analysis of the
interval for complex functions requires individual
calculations for each ray and each interval along this
ray [26]. In fast tracing, search for the rays
intersecting the surface requires many calculations
and is not efficient enough as the clustering
procedures of this method do not solve this problem
completely.

However, it is not easy to model real objects
using polynomials. Nor is the accuracy of
approximation of the initial function with a Bezier
curve guaranteed. Another disadvantage of this
method is that transformation of objects to another
coordinate system is a complex task. Therefore, the
creation of dynamic scenes is problematic.

There is another technique for the visualization
of analytically defined objects using graphics
processing units. This technology based on
conventional single-step tracing of rays. A
distinctive feature of this method is that the step size
is not constant but chosen in each iteration. A
disadvantage of the method is that finding a suitable
radius is a difficult task. For static scenes, the
authors of the algorithm preprocessed data.
Therefore, as in the previous method, visualization
of objects that change their shape and position in
time requires a significant computational cost.

The aim of this work is to develop a method of
visualization of three-dimensional vector fields,
effectively using GPUs, and to develop software for
visualization of three-dimensional vector fields
through an interactively controlled animation
sequence.

Method of visualization of three-dimensional
vector fields

We developed approach for visualizing 3D
vector fields using graphics processing units.
Visualization of three-dimensional vector fields is
necessary when it is necessary to show the structure
of the flow, to display three-dimensional datasets
comparable to images obtained experimentally.
Tools to solve such problems are indispensable in
computational Aero - and hydrodynamics.
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A vector field on Euclidean space is defined as
a vector-function of the point of space that maps this
space on itself. That is, each point of space is
mapped to a vector, the value of the vector field at a
given point in space. This vector differs for different
points in space, that is, the vector field takes
different values at different points in space. At each
point in space, the field vector has a certain value
and a certain (except when the field turns to zero)
direction in this space.

The local behavior of the 3D vector field
approximated by computing a local streamline that
starts at the center of voxel (x, y, z) and moves out in
the directions:

Py =(x+0.5y+05,z+05) , 1

T

where: V(| P |) the vector from the input vector
field at lattice voxel is(\_PXJ,I_PyJ,\_PZJ) . Asj s
the distance to the vector field from p, to the nearest

P=P +V(

cell face.

The local streamline adverted backwards by the
negative of the vector field as well

R'=F,
=P~ V(\_Pll 1J)A5| 1/‘%/ I_PII 1J)H ®)

The entire integral convolution for output voxel
F'(x,y,2z) is given

ZF(LP Dh, +ZF(LP Dh
(ghﬁgh')i

where: F(\_PJ) is the input voxel corresponding to
the vector at position (| P, | I_Py J,LPZJ) .1 =i such

thats, <L <s;,

The numerator represents the line integral of the
filter kernel times the input voxel field, F.

Ray casting

Using equations (2), (3) and (4) can be
calculated cell faces. Input vector field and input
texture are 3D. The output of the 3D algorithm is a
scalar field. This field is rendered using two ways.

The first method is as follows [27]. We
construct a 3D surface F, which is a graph of the

F'(xy,2)= . (4)

function determined in the 3D space z = f (X, ).
Definition of a 3D surface based on a scalar field is a
set of some base surface P located in the same
coordinate system as F and related to the base
surface P of the height map. The height map is a
two-dimensional rectangle, which is called the
domain of perturbation DP of the base surface P
inside which the perturbation function h(u, v) is
specified. In turn, the height map defines the
perturbation proper. The domain of definition of the
function h(u, v) is Dh(u,v) = {U, V }, where U and V
are the rectangle sizes. The height map is related to
the base surface in the following way: there exists a
transformation G(R3=> R2) from the coordinate

system containing F and P to the coordinate system
of the height map. Most often, this transformation is
parallel projection.

The value of the function h(G(dF)) on the

surface F from the point dP , which is the projection
of this point onto the surface P. In other words, the

value of the function h(G(dF)) is equal to the
absolute value of the vector

= (dF - dP). (5)

Therefore, the domain of the complex surface
can be defined as a set of points in R3 determined by
the vector equation

F=G(v) +nh(G(V));VV€R3, (6)

where: n is the normal to the base surface.

If v is located outside the perturbation domain,
then the vector h(G (dF)) is equal to zero, and the

vector F is a vector on the base surface.

Thus, it is possible to use the table of numbers
for defining the form of the perturbing surface and
the function of interpolation over the nodal values
taken from the table as the function h. In this case,
one can argue that a scalar field is defined in the
perturbation domain DP.

Considering the structure of the geometric
model, the 3D surface is formed by the base surface
of the second order and the perturbation function,
which is defined in an infinitely long parallelepiped.
The values of the perturbation function are given in
the cross section of the parallelepiped by a two-
dimensional height table. As the base surface can be
used plane, then the direction of the normal of the
carrier plane must coincide with the longitudinal
direction of the parallelepiped - the area of
determination of the perturbation function.
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To implement the perturbation function of the
landscape type, it is necessary to create another
object of the geometric model, the initial data for
which is a sample of values located at the nodes of a
rectangular grid, obtained based on measurements of
the heights of the real area relative to sea level.
Since during rasterization the perturbation must
evaluate the maximum of its function on a three-
dimensional or one-dimensional interval, the maps
of the levels of detail are pre-compiled for the
efficiency of calculations. The source data is level n
if the mesh dimension is 2nx 2n. The data for level
n-1 is obtained by selecting the maximum of four
adjacent values of level n, the other three are not
taken into account further, and i.e. we obtain the grid
dimension 2n-1x2n-1. Level 0 consists of a single
value-the maximum throughout the elevation map.
When determining the maximum perturbation, the
characteristic projection size of the current interval
is calculated, based on which the level of detail is
selected.

For a larger interval, a coarser approximation of
the original function is chosen accordingly. If a more
accurate representation is required than is available,
bilinear or bucolic interpolation of the elevation
values that make up the last level of detail is
performed. This approach allows you to reduce the
number of calculations by increasing the amount of
memory to store additional data and, mainly, by
dynamically adjusting the complexity of calculations
by the criterion of the required accuracy of the result.

The second method is as follows. We convert
the scalar field to a functionally defined analytical
description [28].

The essence of the method implies the
transformation of scalar field to a functional
description based on perturbation functions. The
transformation is ensured by means of rigorous
mathematical calculations rather than by iterative or
other approximate methods, which lead to partial
loss of information. After conversion, visualize
functionally specified description.

This task is similar to visualization in
volumetric tomography, where the density function
defined in the form of discrete data. For ease of
understanding, we assume that the scene is in a unit
three-dimensional cube (Fig. 1). Perspective not
analyzed because it reduces to transformation to
another coordinate system. Therefore, we omit the
initial transformations and pay more attention to the
main part of the method. We assume that the
observer looks along the Z-axis. It is necessary to
get the projection of the scene on the plane XY.

The projection must represent a finite set of
values. Rays pass through the plane of the cube XY,

and each of them corresponds to a pixel on the
image. The rays limited by the front and rear faces
of the cube.

In the search for the points of intersection of the
ray and the object, each ray subdivided along the Z-
axis to form a set of voxels. Thus, we obtain a
density function along the ray, which depends on
one variable.
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Fig 1. Unit cube

The task is to find the first point at which the
function vanishes. Having determined this point for
each ray, we can calculate the coordinate Z. Further,
a normal defined at each pixel. In the presence of all
the coordinates and normals at each pixel, the local
illumination model is used.

To increase performance, we offer virtual
buffer imaging technology. Binary search for the
image elements of functionally defined objects,
related to the so-called frame buffer visualization
method, was proposed in [22]. The frame buffer
method presupposes the storage and modification of
each image pixel in the frame memory and rasterizes
the primitives in the random access memory. The
proposed virtual visualization technology, i.e., the
virtual buffer method is the rasterization of
primitives into intermediate portions of the screen
memory and the reuse of these portions for
constructing a full frame.

The main drawback of this method [28] is that
there are many superfluous calculations in the scene
carried out for small and medium-sized objects. This
is directly due to the architecture of graphics
processing units as conditional transitions are very
time-consuming operations, instead of which
parallel data processing was used. In order for the
program to work effectively, one should account for
the peculiarities of hardware. Lately, an increase in
the processing power occurs specifically because of
parallel computations. We propose an increase in the
visualization performance by increasing the
transport delay, which is the main disadvantage of
virtual visualization technology [22].
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The rasterization process is divided into two
stages and distributed between the central processor
and the graphics processing unit. The central
processor divides the object space according to a
guaternary tree. In the search algorithm, the cube is
divided into smaller parts, for which the object
intersection test is performed. The division process
takes two steps. The first step is when the cube is
divided into four parts in the plane XY. Then each
part is considered separately. If there is no
intersection with a given object, then this part is
neglected further on. If there is intersection with
other parts, the same division procedure is repeated.
In the general case, the process is finished when the
part under consideration corresponds to a tile of a
certain size. The advantage of this approach is that, at
an early stage, one can neglect the larger parts of the
cube that do not have a given object. The primitives
of the intermediate description are the fragments
where geometric objects intersect with spans.

The second step of computations includes
processing the list of objects and determining the
visibility and pixel color, both of which are carried
out by the graphics processing unit. The fragments
of the object are input to the graphics processing
unit. Then the fragment is tested for intersection
with a ray directed along the Z-axis, and the binary
search for the nearest intersection point of the ray
with the object is carried out [22]. The problem is to
find the first point at which the function vanishes.
Having determined such a point for each ray, one
can determine the z coordinate. Then the normal is
determined in each pixel.

Having all coordinates and normal’s in each
pixel, one can apply a local lighting model. The
result is an image of a smooth object with account
for lighting.

The visualization time is reduced by the
effective use of the computational resources of the
graphics processing unit with CUDA architecture.
The method was implemented with account for the
influence of the speed of operation with memory.
Registers are used to a maximum degree, and
memory is used jointly. In all other cases, the
processors work with the general memory of the
graphics processing unit. Fig. 2 shows the results of
testing the dependence of the frame calculation time
on the number of perturbation functions for a
particular test of two methods are shown (Table 1).
On the abscissa axis — test numbers, on the ordinate
axis — average time per frame (in seconds). The
chart shows that on average, the calculation time has
decreased by an order of magnitude. At the same
time, the transport delay doubled. Note that the
performance has increased not only for medium-

sized and small objects, but also for large objects
with a large number of disturbances. As the object is
divided into cells and the number of perturbations of
the fragments decreases.

0,2 7
0,15
OBinary search
0,1 7 nlm 5
@ Virtual
0,05 - L L u technology
o ALk i

1 3 5 7 9 11

Fig 2. The test results of the two methods of
visualization

Table 1. Distribution of the number of
perturbations for the frame objects in
different tests

Number Types of perturbations

Test of 1 (2 |3 |4 |5 |6 |7
No. objects

in the

frame
1 1 4 |- |- |- |- 1-1-
2 22 4 14 4 )1 |1 1413
3 22 4 14 4 133|113
4 3 1011 (3 |- [-1]-1[-
5 3 1011 (4 |- [-1-1-
6 10 2 |- |- |- 1-1-1-
7 1 4 |- |- |- |- 1-1-
8 1 5 |- |- 1-1-1-1-
9 1 6 |- |- |- |- |- |-
10 1 7 0- |- 1-1-1-1-
11 1 8 |- |- |- |- 1-1-
12 1 9 |- |- |- 1-1-1-

The functions of the graphics processing unit
included calculating the coordinates of the surface
points, normals, and lighting. The central processor
carried out the geometric transformations, rasterized
primitives in the span grid, and formed a list of
fragments with determination of all the necessary

parameters. For the visualization, the DirectX
applied programming interface was used. The
visualization time reduced by wusing the

computational resources of a graphics processing
unit with compute unified device architecture
(CUDA) (NVIDIA, (USA). The CUDA system is a
parallel ~ programming  model that allows
implementing programs in C on a standard graphics
processing unit. The result of running the programs
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on different processing units is the same even if they
may have a different number of streaming
multiprocessors. A large number of computer
processors allow parallel check of the intersection of
several rays with the object simultaneously. Most of
the graphics processing units that support CUDA
have not less than 128 scalar cores. Therefore, a
large portion of the cube will have computed in
parallel. The architecture of graphics processing
units based on many streaming multiprocessors with
shared memory access for reading and writing. Each
of the streaming processors contains eight scalar
cores and a set of on-chip memory of four types. The
number of registers may be 8192 or 16384,
depending on the computational capabilities of the
processing unit. The shared memory is 16 KB for
each multiprocessor.

The constant memory cache (8 KB for each
multiprocessor) and the texture memory cache (6 to
8 KB for each multiprocessor) were used only for
reading. In the implementation of the proposed
method, the effect of the speed of processors with
memory on the performance taken into account. The
registers and shared memory were used to the
maximum extent. In all other cases, the total
memory of the graphics processing unit used.

Among the functions of the graphics,
processing unit was to calculate the coordinates of
points of the surfaces, normal’s, and illumination.
Geometric transformations performed by the central
processing unit (CPU). The DirectX application-
programming interface used for visualization.
Testing performed on GT 470 GTX processors. The
tests showed the possibility of interactive
visualization of three-dimensional vector fields.
Figure 3 shows a three-dimensional vector field.

Fig 3. 3D vector field

Conclusions

This paper proposes method of visualization of
three-dimensional vector fields with effectively
using GPUs. We proposed an effective method for
rasterization (search for the image elements of the
surface), which comes down to dividing the screen
into spans and pipelining the computations by means
of intermediate description of the frame in the form
of a list of primitives. The division of computations
into two steps with the use of intermediate
description of the frame makes it possible to reach
maximum performance at the step of pixel
computations that require the greatest resources and
determine the system performance in general.

The method of defining 3D vector fields and
the visualization method proposed in this paper have
advantages over existing approaches. Both the input
vector field and input texture are three-dimensional.
The output of the rendering is a 3D image or scalar
field.

The main advantages of the proposed method of
specifying the field and methods of their
visualization include: the simplicity of calculating
the volume points with a quick search and rejection
of areas not occupied by the volume of the scene.

3D vector field definition is especially
important in a number of computer graphics
problems, for example, in scientific visualization.

This paper is intended for researchers with
interest in the possibility of making the flow or the
process visible. In physics, typical examples are
force fields, force field is the field of some force,
depending on the position in the space of the body
on which this force acts, or closely related to the
force of the field strength. Other typical examples
are velocity field, for example, liquid or gas flow
velocity, displacement field, in a deformed elastic
medium, current density vector, energy flow vector
or flow density vector of some material particles, in
diffusion, temperature gradient vector, concentration
or pressure vector, etc.
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BI3YAJII3ALIA 3D-BEKTOPHUX ITOJIIB 3 BUKOPUCTAHHSAM
I'PA®IYHUX [TPOLECOPIB

Anomauin. Y cmammi onucanuil memoo 6i3yanizayii mpusuMipHuxX 6eKmMOPHUX NOJi6, a0anmosaHux O epapiunux npoyecopis.
Memoro oanoi pobomu € pospobka ma peanizayiss mMemooy i3yanizayii MpUGUMIPHUX GEKMOPHUX NONI6 3 eQexmueHuUM
suxopucmanuam GPU. Cmeopeno npocpamue 3abe3neuenns Ona 6izyanizayii mpusumipHoz0 GeKmopHO20 HONSL HA OCHOBI
aneopummis, pospoonenux asmopamu. Ilpoepama 3abesneyye i3yanizayito MpUSUMIPHUX BEKIMOPHUX NOJIE depe3 IHMepaKmueHo
Keposany nocnioognicme auimayii. OCHOGHUMU Kpumepiamu OYiHKU NPOOYKMUBHOCMI aneopummis eizyanizayii € npocmoma
inmepnpemayii ma npooykmugnocmi. Y cmammi poszenanymo npobiemu adanmayii oO04UCAIO8ANLHOT MOOeni Anopummie
gizyanizayii éexkmopno2o nous 0o peanizayii na ocnogi GPU. Po3pobaeno epexmusne npedcmaeients OaHux Oas Memoois, ujo
Deanizylomucs. Ha OCHOBI 6EPUIUHHO20 MA NIKCEIbHO20 welidepie epagiunux npoyecopis. 3anponoHosaHo y3azanbHeHny MOoOenb
obuucienv Ha ocHo8i epagiunozo npoyecopa. Cmeopena npozpama Ons iHMEPaAKMUsHoi 8i3yanizayii OiNAHOK MPUBUMIPHO20 N0
weuoxocmetl 3a 00NOMO020i0 auimayii. Po3pobneno memoo Oexomnozuyii mpusuMipHo20 MeKCmYpHO20 KyOa Oid 300pasiceHMs
MPUBUMIPHO20 BEKIMOPHO20 NoJA. Bci 3anpononosawni aneopummu peanizoeaui y uzisioi NpocpamMHux MoOyaie, AKi MOJiCHA
suxopucmosygamu 01 nobyoosu cucmemu @isyanizayii. Y pobomi onucanuii memoo aumms peuracmuuzy Ona 6i3yanizayii
MPUBUMIPHUX 6EKMOPHUX NOEG. BiOMiHHUMU 0cobIU8OCMAMU YbO20 MEMOJY € NOOLN eKPAHA HA KOMIDKU (NPOMIJICKU) Ma KOHBEEPHE
06yucnenHs 3a 00ONOMO20I0 NPOMINCHO2O ORUCY KAOpy y 6uU2aAli cnucky npumimugis. Po3oumms obuucnenv Ha 0860 gaszu 3
BUKOPUCIIAHHAM HPOMIHCHO20 ONUCY KAOPY 00360J5€ 00CASIU MAKCUMATLHOI NPOOYKMUBHOCIE HA emani niKceabHux 00uucienb, sKi
nompe6yioms Hatlbinbule pecypcie, ma 6UsHAYUMU NPOOYKMUsHICMb cucmemu 6 yinomy. Tlokazano nepesazu makozo nioxooy Hao
Memooom eizyanizayii kaopy-oygepa. Buxopucmanus cyuachoi epagiunoi mexniku 0036014€ 00CAmMU HAUKPAWUX Pe3VIbmamis y
nnaui npooykmuernocmi. TpusumipHi 6eKmopHi Nois BUKOPUCMOBYIOMbCA OISl HAYKOBOT 8i3yanizayii, obpobxku 300pasxcens ma 014
cneyianvHux eghexmis.
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BU3YAJIN3AIMA 3D-BEKTOPHBIX MOJEN C UCITOJIb30BAHUEM
I'PAOUYECKHUX ITPOIECCOPOB

Aunomayus. B cmamve onucan memoo 8uzyanuzayuu mpexmepHvix 6eKMOPHLIX NOJel, a0anmuposantvlx 0N epaduyecKux
npoyeccopos. Lenvio danHotl pabomovi A61semcs paspabomKa u pearusayis Memood eu3yanu3ayuu mpexmepHbix 6eKMOopHbiX nouel
¢ agphexmuenvim ucnoavsosanuem GPU. Co30ano npocpammuoe obecneyerue 0s 8U3yaAIU3AYUL MpexmepHo20 6eKMOPHO20 NOJs HA
OCHOBe aN20puUmMo8, pazpabomanneix agmopamu. Ilpoepamma obecneuugaem uyanu3ayuio MpPexmMepHbX GeKMOPHLIX NoJell uepes
UHMEPAKMUGHO  YNPAGIAEMYI0  NOCIe008amenbHocmy — aumayuu. OCHOBHLIMU KDUMEPUAMU —OYEHKU HPOU3B00UMENbHOCU
AneOpUMMO8 BU3YATUAYUY AGTACTCA NPOCMOMA UHmepnpemayuu u npousgooumenvnocmu. B cmamve paccmompenwvt npobremul
adanmayuy 6bl4UCIUMENLHOU MOOENU ANCOPUMMOS GU3YATU3AYUU 8EKMOPHO20 NOsA K pearusayuu Ha octose GPU. Paspaboman
aghpexmusHoe npedcmasnenue OAHHbIX 0TI MEMOO08, Peau3yemMblX Had OCHO8e 6EPUIUHHO20 U NUKCEIbHO20 Welloepo8 epaghuiecKux
npoyeccopos. Ilpeonoscena 0606wennas mooeib 6bluucieHuli Ha ocHose cpaguueckozo npoyeccopa. Cozdana npoepamma Ous
UHMEPAKMUBHOU  BUSYATUSAYUL  YHACHIKOS MPEXMEPHO20 NONA  CKOpOCmel ¢ nomowwvio anumayuu. Paspaboman memoo
0EKOMNO3UYUU  MPEXMEPHO20 MEKCMYPHOU KyOa ONid U300PAdCeHUs MPEXMepHO20 BeKMOPHO20 noisd. Bce npednodcenHvie
AnN2OpUMMbL  Peanu306aHbl 8 BUde NPOSPAMMHBIX MOOYIel, KOMOopble MOICHO UCNONb308aMmb O NOCMPOEHUs. CUCHEMbl
susyanuzayuu. B smoti pabome onucan memoo aumusi ayueti Ons GU3YATUAYUU MPEXMEPHBIX 6eKMOPHbIX noetl. OmauduumensbHbolMu
0CODEHHOCMAMU IMO20 MEMOOA ABNAEMCA pasoenenue IKPana Ha A4eliKy (NpoMedCymKu) U KOHEElepHOe 8bIYUCIEHUs C NOMOUbIO
NPOMEdICYMOYHO20 ONUCAHUA Kadpa € 6eude Cnucka npumumueos. Pasduexa eviuucienuii Ha 06e @aszvl ¢ UCHONL308AHUEM
NPOMEdHCYMOUHO20 ONUCAHUSA KAOPA NO360Jsem 00CMUYb MAKCUMATLHOU NPOU3EOOUMENLHOCIU HA IMANE NUKCENbHbIX GbIYUCTEHUT,
mpebylowux 60nvule pecypcos, U Onpedenums NPOU3EOOUMeNbHOCMy cucmembvl 6 yeaiom. Ilokazanvl npeumywecmsa makozo
n00x00a Hao Memooom euzyaiuzayuu kaopa-oygepa. Hcnonvzoeanue cospementou epaguyeckol mexHuku no3eoisem O00Cmuyb
AYHWMUX Pe3ybmamos 6 niame npousgooumenvrocmu. TpexmepHvle 6eKmMopHble NONA UCNOAL3YIOMCA Ol HAYYHOU BU3YATUIAYUU,
o0bpabomku u306pasdiceruil u 015 CNeyuarbHbIX 3¢hexmos.
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