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AHoOTaIisn

VY cTaTTi pO3MIIIHYTO AITOPUTM JI0 METUYHOTO AiarHOCTYBAHHS MAIIEHTIB, 1110 3aCHOBAHUM HA BUKOPUCTAHHI MIOKa3HUKIB
3araJIbHOTO aHaJli3y KpoBi. JloCTiKeHHO, 10 JaHWH MiAXij pealli3yeThes 3a JOIOMOrOK0 KIIaCTepH3allil JaHUX HEHPOHHOKO
Mepexero KoxoneHa.

Kuro4oBi cjioBa: neiiponna mepexxa KoxoHeHa, alrOpuT™, HEUPOHHU, KIACTEPH.

Abstract

The article considers an algorithm for medical diagnosis of patients based on the use of indicators of general blood tests.
It is investigated that this approach is implemented by clustering data with the Kohonen neural network.
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Introduction
To implement this technique, it is appropriate to use data clustering, which will be able to ensure high
accuracy of their processing, while having a simple software structure.

Method
The structure of the developed software module for pre-diagnosis of patients based on the Kohonen neural
network consists of two layers of neurons. The Kohonen layer consists of a number of n parallel linear elements.
They all have the same number of inputs m and will receive the same vector of input signals x=(Xi...xm). At the
output of the j-th linear element we obtain a signal calculated by the formula:

m
Yj = Wie D WX
i=1

where w ;- the weighting factor of the i-th input of the j-th neuron, w;, - the threshold coefficient.
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Figure 1. The structure of the Kohonen network of the developed software module



After passing the layer of linear elements, the signals are submitted for processing according to the rule "the
winner takes everything”: the maximum is searched among the output signals y,; his number

= arg max ;{y;}. Finally, the output signal with the number Jix 15 ONe, and all the others - zero. If the

Jrax
maximum is reached simultaneously for several .., then receive all the corresponding signals equal to one.
The training of the developed network is as follows. At the beginning of the work the number of clusters and
their centers is determined. This information is predetermined: the number of clusters is 30, the initial centers of
the clusters correspond to the sets of disease indicators for certain groups of diseases. After that, some input vector

from the training set is selected and installed at the input of the neural network. At this stage, the differences
between the input vector and all vectors are calculated by the formula:

D, = ‘XI _Wij‘ = \/(Xl _Wijl)2 +.+ (X, _Wijn)2

where i and j - indicators of neurons in the source layer. After that, the neural network selects the winning
neuron from a list of defined centers of clusters, ie such that its weight vector is similar to the input by the formula:

D(k,,k,) = min ij Dij

where k; and k. are the indicators of the winning neuron. After that, the weight vectors of the winner and
neighboring neurons are corrected. Close neurons to the winner are determined by the topological function of the
neighborhood "Mexican Hat", which is calculated by the formula:
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h(p,t) = exp(- G'S(t)

where p - the distance to the winner's neuron, which is according to the formula:

p=/(k — )%+ (k, - J)?

where ¢ - the function that determines the radius of the neighborhood. At the beginning of the operation of the
software module, it includes the entire space of the sensor field (grid), but over time its value decreases.
After calculating the topological function, the weights of all neurons are recalculated according to the formula:

W (€ +2) =W (1) + e ())h(p, (X (£) -W; 1)

where a(t) - learning speed function, which also changes over time.

If the neuron is a winner or adjacent to it, its weight vector is updated or remains unchanged otherwise. At each
step, the neural network identifies the neuron whose weight vector is most similar to the input vector and adjusts
its weights and the weights of the neighbors to bring them closer to the input vector. (Figure 2)



Figure 2. Update the winning neuron and its neighbors and "push™ towards the input vector, which is marked "x" in the figure.

Each input vector from the training sample is presented to the neural network and training lasts either a fixed
number of cycles, or until the difference between the input and weight vectors reaches a given value of €. The
difference between neighboring neurons decreases over time, and therefore they are organized into groups
(clusters) that correspond to one of the classes in the learning set.

For optimal calculations of the proposed network used in the development of the software module, the
procedure of pre-processing of input data was also introduced, in which the values of the features that form the
input vector are reduced to a given range.

To implement the proposed approach to diagnosis, the normalization of input data was used according to the

formula:
g %) =d)

Xrax ~ Xpin

1

where: X - the value to be normalized;
[d,,d,] - range of values X;
[ Xqin » Xrax ] - the interval to which the value will be reduced X.

Conclusions

Thus, an algorithm was developed, according to which the software module of pre-diagnosis of patients based
on the Kohonen neural network will work in the future.
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