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ABSTRACT 

Nowadays, speech-processing technologies with different language systems are successfully used in mobile and stationary 
devices. Kazakh is considered a low-resource language, which poses various challenges for conventional speech 
recognition methods. This paper presents a proposed model capable of multitasking and handling concurrent speech 
recognition, dialect identification, and speaker identification, all in an end-to-end framework. The developed multitask 
model enables training three different tasks within a single model. A multitask recognition system is created based on the 
WaveNet-CTC model. Experiments show that for the concrete task end-to-end multitask model has better performance 
than other models..   
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1. INTRODUCTION
Beginning machine learning (ML) methods are effectively used in recognition technologies. Real-time speech recognition 
systems that use ML models like CTC Listen, Attend, and Spell end-to-end significantly improved the performance 
of systems. Due to the system performance improvement, it was possible to use devices with speech translation, speech 
diarization, speaker identification, and speech recognition systems. Nowadays, speech-processing technologies with 
different languages are successfully integrated into mobile and stationary applications. Nonetheless, there is still a shortage 
of research and a lack of availability of systems for speech processing and its applications for multiple low-resource 
languages.  

Kazakh language is one of the low-resource languages and belongs to the group of agglutinative languages. Researchers 
are increasingly interested in processing Kazakh speech due to its high demand and potential applications in various real-
life scenarios, indicating that speech recognition in Kazakh has significant practical implications.  

The last improvements in computing technologies allowed the introduction of end-to-end models for speech recognition, 
which show better results than Hidden Markov Models (HMM). End-to-end automatic speech recognition (ASR) systems 
have demonstrated faster and more efficient performance than traditional Deep Neural Networks (DNNs), particularly for 
low-resource languages1.   Khassanov et al. in2 present a 335-hour dataset for the Kazakh language. The experiments have 
shown that using a sufficiently large training dataset results in better metrics for speech recognition with the use of end-
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to-end models in comparison with hybrid models. The study described in reference` examined the "listen, attend, spell" 
model and found that it performed well in recognizing seven different dialects of the English language. Watanabe et al. 4 
introduced ESPnet, an open-source speech processing platform. ESPnet is primarily designed for automatic speech 
recognition (ASR) and employs popular deep neural network (DNN) frameworks such as Chainer and PyTorch. The core 
technology of ESPnet is based on deep learning. In a related study5, a similar platform was used to significantly improve 
end-to-end multitasking training for a group of Indian languages. This approach involved linking the encoder to the 
language identity of the speech, resulting in improved performance across all languages. The research findings suggest 
that an end-to-end model can effectively address language differences by training and optimizing a single neural network. 

This work is structured the following way: part 2 observes advanced research in an appropriate scientific direction, part 
3 shows the model of end-to-end multitask recognition, experiments are described in part 4, part 5 contains a discussion 
of experimental results, and conclusions are made in part 6. 

2. RELATED WORK
The development of machine learning significantly impacted the quality of speech recognition. Orken et al.9 shows the 
usage of DNN in speech recognition. Scientists have used different models of neural networks like ANN, CNN, RNN, and 
LSTM 10, 11, and 12 to improve speech recognition performance. 

In recent years, E2E systems based on deep learning have shown impressive results in ASR and dialect identification13. 
The efficacy of the primary end-to-end systems is contingent on the amount of training data, and to address specific tasks, 
multiple databases are often amalgamated. Combined databases are extensively used in multitasking systems that work 
with multi-condition modeling, such as feature extraction, speech styling, and language modelling14. 

One research investigates the ASR system implemented in the wild nature, which can recognize the voices of intruders. 
The system relies on multi-task learning (MTL) and has been effective in accent classification and speech recognition 
tasks. Based on MTL, the approach showed significant improvements in WER, ranging from 17.25 to 59.90, over single-
task baseline models15,16,17. 

Based on the research analysis, three main systems for multitasking recognition can be identified. The initial system 
integrates various subsystems to overcome the challenge of running multiple recognizers, which can be computationally 
intensive18,19,20. The second system is designed with a recursive architecture, where a network of each task is trained using 
specific features, and the resulting output of one task is leveraged as supplementary resource data for different tasks to 
regulate the training of both tasks. The third system utilizes shared models and model parameters that are applicable to 
multiple tasks, with different classifiers being modeled at the output for each specific task. This includes a hierarchical 
multitasking model, where distinct classifiers are modeled at different layers21,22,23. 

Prepared work focuses on using a single model with common features and a classifier to perform speech 
neurorecognition in three tasks24,25,26. 

3. THE SYSTEM OF MULTI-TASK SPEECH NEURORECOGNITION
Our methodology is organized as follows: 

3.1 Dialects of Kazakh language 

Kazakh language is classified as an agglutinative language and is a member of the Turkic language family, along with 
languages like Kyrgyz, Turkish, and Uzbek. Dialects of the Kazakh language were formed due to territorial location and 
historical past. There are three main dialects in the Kazakh language: western, northeastern, and southern. There are 
dialects in which the words are pronounced differently but written the same way.  

It is a known fact that the performance of identification or recognition tasks can degrade when dialects are mixed with 
standard Kazakh speech due to their unique characteristics and differences from standard Kazakh. Recognizing the dialects 
used in the Kazakh language is crucial for improving the quality of Kazakh speech recognition (see Table 1). 
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Table 1.  Dialects of Kazakh language. 

Dialect pronunciation Dialect spelling English translation 

уақиға оқиға event 

бәйге бәйгі race 

палуан балуан wrestler 

бөлегі бөлігі part of 

әйтеу әйтеуір somehow 

тұтқидан тұтқиылдан ambush 

Алың алғың Take it 

... ...  

The differences between the Kazakh dialects are mainly expressed in phonetics but are insignificant in vocabulary 
and grammar. The Kazakhs had no significant barriers to communicating through the written language27,28,29. 

3.2 Multi-task learning for Kazakh language 

In our experiment, each task has a limited amount of labeled data, and the knowledge or features between tasks overlap, 
which is the basis of multi-task learning. In the considered problem, training an E2E multi-task speech recognition model 
consists of the following parts: expanding the sequence of Kazakh characters, dialect characters, and speaker identification 
as output targets. In the training, we use speaker and dialect identifiers30,31,32. 

In our approach, we paid attention to the influence of speaker parameters or dialect parameters on the accuracy and 
efficiency of recognition in specific sectors of speech7, 32,33. 

The Connectionist Temporal Classification model was additionally applied to improve the performance of the WaveNet 
model for the joint tasks dedicated to recognizing speech content and dialect identification. The label format used in this 
model remained the same but was also used for the joint tasks, which consist of the components, like recognition of speech 
content and speaker recognition, by replacing the identifier of the dialect with the identifier of the speaker. Figure 3 
summarizes the E2E multi-task model based on the entire WaveNet-CTC for recognition of the Kazakh language. 

 
Figure 1. E2E structure based on WaveNet-CTC for simultaneous recognition of Kazakh speech tasks. 

 

3.3 WaveNet-СТС Model 

The WaveNet model addresses the challenge of obtaining distributed speech data. The model inputs a speech signal ={x1,… 
,xN} and the probability of producing label d  for a dialect from the sequence of speech given during training. 
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If we apply automatic speech recognition to the speech signal X, we can obtain the corresponding text, which we'll refer 
to as Text(X). The speech signal X has N acoustic features. The Model predicts the distribution at each point in time, taking 
all previous predictions as input. We use dialect and speaker data during the training to improve recognition performance 
for different dialects for label output. The WaveNet model can be described as: 

 P(X) = ∏ 𝑝𝑝𝑁𝑁
𝑛𝑛=1 (𝑥𝑥𝑛𝑛| 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛−1) (1) 

In the scenario where the WaveNet model takes dialect speech as an input, the probability of identifying the dialect label 
d is denoted by (d | X;DialectID), where DialectID represents the model parameters for dialect identification. On the other 
hand, if the input is text, the probability of identifying the dialect label d is expressed as P(d | Text(X);DialectID). Here, N 
represents the number of speech’s acoustic features. 

The identification model has a defined objective function as: 

 α(DialectID) =−∑ log𝑃𝑃(𝑑𝑑𝑆𝑆|𝑿𝑿𝑆𝑆;𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷)𝑆𝑆
𝑠𝑠=1  (2) 

where the variable S represents the total number of spoken sentences in the training dataset.  

Causal convolutional layers are used in the WaveNet model to calculate probabilities of waveforms, which are based on the 
product of conditional probabilities by stacking building blocks. The convolutional network structure is presented in Fig. 2. 

 
Figure 2. Figure Causal convolutional layers operation principle [8]. 

 

The WaveNet model comprises four convolutional layers: 1, 2, 4, and 8. Following the initial convolution, extended 
convolution layers extract features from the speech signal. Adding multiple convolutional blocks makes the receptive field 
size very large and crucial for context-sensitive sequential speech recognition tasks. The outputs of these layers are summed 
and further processed through a series of 1x1 convolutions and activations, culminating in a SoftMax level with 256 
outputs. 

The activation function of this model is written as follows:  

 zj = tanh�𝑊𝑊𝑓𝑓,𝑗𝑗 ∗ 𝑥𝑥𝑗𝑗�⨀𝜎𝜎�𝑊𝑊𝑔𝑔,𝑗𝑗 ∗ 𝑥𝑥𝑗𝑗� (3) 

where σ(*) - sigmoid function, j - layer index, f and g denote filters, W - trainable weight. The considered model uses 
parameterized skipping connections to enable much deeper models to be trained. To speed up the process of recognizing 
the dialect of the Kazakh language after the WaveNet model, the CTC (Connectionist temporal classification) model 
is used and the system architecture can be seen in Fig. 3. 

 
Figure 3. WaveNet-CTC architecture. 
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4. EXPERIMENTS AND RESULTS  
Our experiment consists of two parts. The first part is speech recognition and speaker identification. The second part 
is dialect recognition. In the process of multi-task recognition, we use identifiers to identify the speaker and the dialect. 

4.1 Data for the experiment 

Our research team collected the experimental data for the study. For data collection, 53 speakers from different regions 
of Kazakhstan were involved to cover more dialects of the Kazakh language. The speech that the speaker will deliver 
consists of everyday Kazakh colloquial phrases. The collected speech and text data were generalized in an automatic 
recognition system. In the speakers' text, different colloquial speech dialects were used. Voice data is stored in WAV 
format with 16 kHz and 16 bits’ characteristics. 

Table 2.  Experimental data. 

Dialect Data(hours) Pronunciation Number of speakers 

West Region 3,11 1056 8 

Northeast Region 5,22 3389 18 

South Region 6,46 4657 27 

Total 14,79 9102 53 

According to Table 2. we used 90% of the available data to train our model, while 10% was reserved for testing. To extract 
features from the speech data, we used a 21 ms window and a 10 ms overlap, resulting in 27 Mel-frequency cepstral 
coefficients (MFCC) features for each observation frame. 
 
4.2 Model’s basic settings 

In our experiments, WaveNet-СТС consists of 20 layers grouped into 4 extended stacks, each containing 5 layers 
of residual blocks. The original input in each layer has been added with the result taken from the residual block. In each 
stack for each layer, the expansion rate increases by 2 times. In the last layer, the expansion rate reaches the maximum 
value, increasing 16 times. Input layers (gating layers)  have 128 hidden blocks. The number of hidden blocks in the input 
layers (gating layers) is 128. The learning rate for our experiments was three chosen as  2×10−3. 
The system includes two layers of LSTM, with each layer containing 250 hidden units. The system employs a SoftMax 
layer to categorize the speaker or dialect label and uses cross-entropy as the loss function. The weights of the SoftMax 
layer are randomly initialized from a uniform distribution with values ranging from 0 to 1. The multitasking model mainly 
takes into account the task of recognizing speech content. To improve recognition quality, we chose a more considerable 
weight (0.9 0.5) for the loss. In our case, recognition consists of three tasks, and for estimation we choose the following 
weights [0.9 0.04 0.04], [0.8 0.3 0.3], [0.7 0.25 0.25], [0.6 0.2 0.2], [0.5 0.01 0.01]. The gradient clipping technique 
is applied to ensure numerical stability during the training process by limiting the maximum value of the gradients to a 
fixed threshold, usually set to 1. This prevents the gradients from becoming too large and causing the training process to 
diverge. The training process of the WaveNet-CTC model is visualized in Figure 4. 

 
Figure 4. Process of training WaveNet-СТС model. 
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The quality of training is determined as follows: 
 ACC = ≠𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

≠ 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
× 100%. (4) 

To calculate ACC (accuracy), the highest probability of output data from the SoftMax layer of the multi-task recognition 
all models were trained using the graphical processor GeForce RTX3090 on the server AMD Ryzen9. 1000 GB of SSD 
memory was used to save the data during training.  
 
4.3 Results of experiments 
In the initial phase of our study, we trained a basic WaveNet model exclusively for dialect recognition. Subsequently, 
we proceeded to train a single model for the concurrent recognition of speech, speaker, and dialect. 

During the second phase of our experiment, we conducted various assessments to gauge the effectiveness of our WaveNet-
CTC model in accomplishing multiple tasks concurrently, such as speech recognition, speaker identification, and dialect 
identification. Table 3 summarizes the results of the experiment. 

Table 3.  Experimental data. 

Architecture Model ACC 

WaveNet DialectID 96.61 

DialectID- SpeakerID-Speech 97.13 

DialectID-Speech-SpeakerID 97.56 

Speech-SpeakerID-DialectID 97.89 

WaveNet-CTC DialectID 96.72 

DialectID- SpeakerID-Speech 98.26 

DialectID-Speech-SpeakerID 98.83 

Speech-SpeakerID-DialectID 99.29 

 

According to the results of the study, it can be seen that the simple WaveNet model for recognizing one task and three 
tasks shows the worst result. The result of the experiment shows in more detail that the recognition of speech content, the 
identification of the speaker, and the dialect with different training settings give different results. Despite other models 
with three tasks, the Speech-SpeakerID-DialectID model using WaveNet-CTC has demonstrated relatively better 
recognition quality than other models. The results have indicated that models based on the relevant features in section 4.2 
effectively improve the recognition quality. Table 9 demonstrates that the WaveNet-CTC model achieves better results 
regarding speaker recognition compared to the joint loss-based and single-task models. This indicates that the multitasking 
mechanism is effective in improving speaker identification performance while also addressing the problem of imbalanced 
training data. The proposed WaveNet-CTC model effectively models dialect identification, speaker, and speech 
recognition. Compared to the single-task and three-task WaveNet models, the WaveNet-CTC model with three 
simultaneous tasks achieved higher accuracy in speaker recognition and dialect identification while experiencing a slight 
decrease in speech-to-text accuracy. The results indicate that when more tasks are trained together, the overall performance 
of the multitasking model improves due to the shared representation of features and model parameters, which enables 
better utilization of internal information between tasks while reducing model complexity. On the other hand, a model that 
relies on separate features for each task cannot take advantage of any possible connections between tasks to enhance its 
performance. Speech, speaker, and dialect recognition are similar tasks involving processing one input given as speech 
signals, but each has a different objective. They share some common features used as input for all three tasks. Training 
a single model to perform all three tasks simultaneously is analogous to how our brain processes speech signals - decoding 
the content and extracting other information, such as language, speaker characteristics, and emotions. This study 
demonstrates the effectiveness of such multitasking training on Kazakh language data and highlights the interrelated nature 
of these speech-processing tasks. 
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5. DISCUSSION  
This article presents a multitask recognition approach that uses the E2E model to combine speech recognition, speaker 
identification, and dialect identification into a single neural network. The article compares the performance of this 
architecture with that of another multitasking model. The experiment results demonstrate that the proposed multitasking 
model can enhance the accuracy of speech content recognition and achieve good performance for speaker and dialect 
recognition. By leveraging the interdependence among tasks, the proposed approach avoids constructing separate models 
for each task, reducing the costs associated with model development and parameter tuning. Nevertheless, the interaction 
mechanism among the speech content recognizer, speaker recognizer, and dialect identifier needs more research and 
experimental approval. 

6. CONCLUSION  
This study presents a novel approach for multitask recognition of Kazakh language dialects applying an E2E model. The 
proposed model provides a simple and efficient way to develop a dialect model for the Kazakh language, eliminating the 
need for specialized resources such as pronunciation dictionaries. The proposed model in this study is designed for 
multitask recognition of Kazakh language dialects. It offers a simple and effective solution for building a Kazakh language 
dialect model without needing pronunciation dictionaries or other specific resources. The model is optimized to predict 
a sequence of Kazakh characters, dialect characters, and a speaker ID, which helps the model learn shared latent 
representations suitable for dialect, speaker, and syllable prediction. The experimental results indicate that the proposed 
multitasking approach enhances the performance of individual tasks and could apply to other languages. To improve the 
existing model, future research will incorporate an attention mechanism based on previous studies that have successfully 
implemented this approach to enhance end-to-end models. 
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