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ABSTRACT 

The study aims to explore a method for identifying corresponding objects across multiple camera views, to improve the 
accuracy of object re-identification. We analyzed various techniques, including contour detection, region of interest 
extraction, and keypoint extraction. We also examined the challenges of finding object correspondences between multiple 
camera views. To evaluate the effectiveness of the proposed method, we utilized two human attribute datasets, Market-
1501 and DukeMTMC-reID, and performed extensive testing on these datasets. 

Keywords: deep learning, person re-identification, SIFT, keypoints, Delaunay triangulation 

1. INTRODUCTION

Object re-identification is a fundamental task in automated video surveillance and has been the subject of intensive research 
in recent years. During this time, numerous re-identification methods have been proposed, which rely on developing 
specialized object image features capable of accurately characterizing each subject and creating corresponding metrics for 
comparing the identified features of each object1,2. 

While re-identification is intuitive for humans, as we constantly perform this task effortlessly while detecting, localizing, 
identifying, and subsequently re-identifying objects and individuals in the real world, it remains a challenging problem in 
computer vision. Re-identification assumes that a previously detected object is correctly identified in subsequent 
appearances3,4. 

Examples of re-identification applications include multi-camera tracking (tracking objects across multiple cameras, where 
the object's identification from one camera needs to be obtained based on information acquired from another camera) and 
trajectory tracking (if camera locations are known, using re-identification systems, it is possible to track the path of an 
object's movement from one point to another)5,6. 

Methods based on keypoint extraction involve determining key points in video frames based on a specific criterion, such 
as local extrema of intensity function. Well-known methods in this group include the Harris detector11, KLT20, Kitchena-
Rosenfeld12, SIFT15, and keypoint tracking methods24,18,19. 

This study aims to investigate a method for finding correspondences between objects in video sequences captured by 
multiple cameras, aiming to enhance the accuracy of tracking and object re-identification. 

2. MODEL EXPERIMENT

The main task of object tracking in distributed video surveillance systems operating in real-time mode is to ensure high 
accuracy in finding correspondences between detected objects. 
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Let Ck represent the network of surveillance cameras, where k = 1, ..., p denotes the fields of view of cameras Ci and Cj 
that do not intersect. The video stream can be represented as a sequence of images. 

 𝑉𝑛 = [𝑓1, 𝑓2, . . , 𝑓𝑁 , ] (1) 

where N represents the total number of frames, and fi represents the current frame. Any object found using the object 
detection method4 in a frame can be represented as follows: 

 𝐹𝐶𝑖𝑗
= {𝐼𝑓𝑖𝑗

, 𝑅𝑓𝑖𝑗 }, (2) 

where 𝐼𝑓𝑖𝑗
 represents the image of the object, 𝑅!!" represents the position of the object image, where i is the frame number 

and j is the object number. 𝑅𝑓 can be defined as a set of two points: 

 𝑅𝑓 = {𝑝1 = (𝑥1; 𝑦1), 𝑝2 = (𝑥2; 𝑦2)}, (3) 

where 𝑝1 represents the upper-left point of the rectangular region, 𝑝2 represents the lower-right point of the rectangular 
region, and x, y are the coordinates of the points.  

Let's consider the steps of the method for finding correspondences between objects in multiple non-overlapping cameras 
(Fig. 1(b)) using the example of two observed objects, 𝑋1 and 𝑋2. 

 
Figure 1. Example multiple cameras (a) overlapping field of view and (b) non-overlapping field of view. 

The detection of key points is performed on each image from every camera. Key points are identified by using the SIFT 
algorithm15. These key points represent the unique characteristics of objects in the images. The precise determination of a 
key point's position is achieved through quadratic Taylor expansion of the difference of Gaussian functions in the scale 
space, centered at the candidate key point located at the origin. This Taylor expansion is defined by the equation: 

 𝐷(𝑥) = 𝐷 + 𝜕𝐷𝑇

𝜕𝑥 𝑥 + 1

2𝑥𝑇 𝜕2𝐷𝑇
𝜕𝑥2 𝑥

, (4) 

D and its derivative are computed at the candidate point, and 𝑥 = (𝑥, 𝑦, 𝜎)𝑇  is the displacement from that point. After 
detecting key points, the next step is generating a descriptor for each point that describes its unique characteristics. 
Descriptors can be obtained by describing the properties of the key point using gradient characteristics. To compute the 
descriptor vector for each key point, a set of histograms of orientations is first created on a 4×4 grid of neighboring pixels, 
with 8 bins in each histogram. These histograms are computed from the magnitude and orientation values of the elements 
within a 16×16 region around the key point. The magnitudes are weighted by a Gaussian function with σ, which is equal 
to half the width of the descriptor window. The descriptor becomes a vector of all the histogram values, resulting in a 128-
dimensional vector because there are 16 histograms with 8 bins each. This vector is then normalized to unit length to ensure 
invariance to affine changes in lighting. To mitigate the effects of non-linear lighting, a threshold of 0.2 is applied, and the 
vector is normalized again. The thresholding process can improve the matching of results even if no non-linear lighting 
effects are present. Figure 2 illustrates a portion of an image and the corresponding descriptor obtained18. 
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Figure 2. An example array of 4x4 descriptors obtained from a 16×16 sample. 

After obtaining descriptors for key points on each image, the next step is to match descriptors between pairs of images 
captured by different cameras. Comparing a pair of images is primarily done using a distance-based matching method, 
which involves computing distances between all possible pairs of descriptors, denoted as ρ(di, d´j), d represents the 
descriptor of the first image with feature vector αk, d´ represents the descriptor of the second image with feature vector α´k, 
∀𝑑𝑖 ∈ 𝐷, ∀𝑑𝑖 ∈ 𝐷´𝑗 ∈ 𝐷´, 𝑖 = 1 … |𝐷|, 𝑗 = 1 … |𝐷´|, the dimensionality of the feature vector |K| is determined based on 
the specific point description method being employed28,29,30. 

To compute the distances, the Euclidean metric is commonly used: 

 𝜌(𝑑𝑖, 𝑑𝑗
,
) = √∑ |𝛼𝑘 − 𝛼𝑘

,
|
2,|𝐾|

𝑘=0  (5) 

The descriptors are compared using a known operation called k-nearest neighbors (k-NN) search, which involves finding 
the k elements that are most similar to a given query descriptor. The k-NN search computes the distance between 
descriptors of the input image and images in the collection, returning k pairs with the smallest distances to the classified 
object31,32. 

Next, for each descriptor di, the two nearest descriptors d´j are selected, and vice versa. If a selected d already has two 
corresponding descriptors, it is skipped, and the search continues. As a result, each descriptor di will have at most two 
mutually nearest descriptors from D'. The parameter of relative length u is used for comparing two descriptors7. 

 𝑢 = 𝜌𝑖1
𝜌𝑖2

(𝜌𝑖1 < 𝜌𝑖2), (6) 

where ρi1 and ρi2 are the distances between possible pairs of descriptors. Based on this parameter, descriptors that do not 
meet the required level of determinacy are filtered out. If u exceeds a given threshold umax, di is not further considered. 
Otherwise,  is associated with the descriptor dj with a distance of ρi1. 

After matching the descriptors and establishing correspondences between points in images from different cameras, the 
Delaunay triangulation method is applied. The main idea of Delaunay triangulation is to surround each object point that 
needs to be triangulated with triangles in such a way that they satisfy the Delaunay criterion. The Delaunay criterion 
requires that no point falls within the circumcircle of any triangle in the triangulation25. 

Using the known coordinates, we find the lengths of the triangle sides, and then the centers of the circles inscribed in the 
triangles. The next step is to determine the radius and directly construct the circle. With these values, we can construct 
straight contours using the formula: 

 𝜁(𝛽) = (𝜌1𝛽 + 𝑖𝜌2𝛽2)𝑒𝑖𝑎 + 𝑖ℎ,        − 1 ≤ 𝛽 ≤ 1, 𝜌2 = 0 (7) 

Using the triangulation of triangles, we determine the three-dimensional coordinates of the points (Figure 3) by leveraging 
information about the cameras and their perspective projections. 
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Figure 3. The application of Delaunay triangulation. 

Results on the test data are shown in Figure 4. 

 
Figure 4. The method's results on the Market-1501 test data. 

 
Figure 5. The method's results on the DukeMTMC-reID test data. 
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The DukeMTMC-reID dataset, collected at Duke University, consists of over 14 hours of video sequences captured by 
eight cameras. For this dataset, 702 individuals are randomly selected as the training set, while the remaining 702 
individuals serve as the test set. In the test set, one query image is chosen for each individual in each camera, while the 
other images are placed in the gallery. As a result, we have 16,522 training images with 702 individuals, 2,228 query 
images of other 702 individuals, and 17,661 gallery images8,26,27. Examples of the method's results on the test data are 
shown in Figure 5. 

3. CONCLUSIONS 

The research aimed to investigate and analyze methods for contour extraction, region of interest detection, and keypoint 
extraction to address the challenge of object correspondence between multiple camera views to improve the quality of 
object re-identification. 

The study delved into the difficulties of establishing object correspondences across different camera views. The SIFT 
algorithm was thoroughly examined for its effectiveness in identifying key points of an object in an image, generating 
descriptive features known as descriptors, and comparing these descriptors using the k-nearest neighbors technique to 
establish correspondences between points in images captured by different cameras. The Delaunay triangulation method 
was applied as well. 

Two datasets focusing on human attributes, namely Market-1501 and DukeMTMC-reID, were carefully considered, and 
extensive testing of the method was conducted on these datasets. The practical experiments conducted on the test datasets 
provided compelling evidence supporting the technique's applicability in systems equipped with up to eight cameras 
operating at a resolution of 720×576 pixels. Moreover, the research strongly suggests the importance of further 
investigation into object correspondence between multiple camera views to enhance the reliability of object re-
identification and validate the effectiveness of the obtained results using real-world data. 
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