
 
 

 
 

 
 

Method of combined vector normalization of 3-D objects 
 

Oleksandr Romanyuk*a, Yevhen Zavalniuka, Oleksii Bobkoa, Ihor Arsenyuka, Oksana Romanyuka 
Natalia Sachaniuk-Kavets’kaa, Larysa Nykyforovab, Andrzej Kotyrac, Ainur Kozbakovad; 

Aliya Kalizhanovad,e 
aVinnytsia National Technical University, 95 Khmelnytske shose, Vinnytsia, Ukraine, 21021; 

bNational University of Life and Environmental Sciences of Ukraine, 15 Heroiv Oborony St., Kyiv, 
Ukraine, 03041; cLublin University of Technology, 38a Nadbystrzycka St., Lublin, Poland 20-618; 
dInstitute Information and Computational Technologies CS MES RK, 29 Kurmangazy St., Almaty, 

Kazakhstan 050000; eAlmaty University of Power Engineering and Telecommunications, 126/1 
Baitursynov St., Almaty, Kazakhstan, Almaty 050013 

 

ABSTRACT 

The paper reveals a method of highly productive determination of normalized vectors for the surfaces of three-
dimensional objects. The method is based on the approximated calculation of even vectors of the rasterization line by 
adding the odd neighboring unit vectors. For the determination of further need in the normalization of obtained vectors, 
the computation of special threshold metrics is proposed. For the accelerated calculation of the threshold metrics, the 
developed expressions are given. In case of normalization of even vectors, it is recommended to use the developed 
polynomial approximate expressions. The plots of relative errors between obtained simplified and reference expressions 
are given. The possibility of increasing the productivity of the method by calculating the shared vector coordinate 
increments for each rasterization line is analyzed. The experimental research of productivity gain from the new method 
usage is carried out. During the study, the six variants of possible method usage are considered. The results of the 
research analysis are given in the table. The new method is designed for usage in highly effective visualization systems. 
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1. INTRODUCTION  
Current stage of computer graphics is characterized with paying a special attention to the creation of highly realistic 
graphic scenes. At the same time, the most computationally expensive is the rendering stage, where pixel coordinates and 
color intensity are determined for each point. Normal vector 14, incident light vector 14, vector to the viewer 14 are 
used to calculate the color intensity. These vectors should have a unit length, because they are used for the dot product 
calculation. As the normalization of vectors is a computationally expensive procedure that requires the execution of 
division and square root value calculation, the task of decreasing the computational complexity of vector normalization 
is actual.  

2. THE METHOD 
The purpose of the study is to increase the productivity of the three-dimensional figure’s surface shading through the 
development of the simplified vector normalization method. Approximate expressions for the threshold criteria 
calculation, as well as the approximate expressions for a midpoint vector normalization, were obtained, using the 
polynomial regression expressions. Data processing for polynomial regression was implemented in C#. The average 
triangle that contains 100 points was considered for performance gain from the proposed method applying calculation. 

Linear interpolation (LERP)6,7,10 is used for the interpolation of non-unit vectors through the rasterization line between 
normalized vectors  and ;  
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where . 

The method of accumulative addition of increments13 between  and  analogously provides the interpolation of 
non-unit vectors:  

 ,  

where  - number of point in the rasterization line, ,  - number of sectors between  and . 

Next, the normalization of the interpolated vector  at the point of rasterization line is done according to the following 
formula3,5,11 

   

where  - the length of vector ,  - normalized vector coordinates. 

The disadvantage is the need for inverse square root calculation for vector normalization at every surface point. It 
essentially affects the general productivity of three-dimensional scene visualization. It was proposed by Analog Devices 
to use the fifth-degree polynomial for square root approximate calculation9 

 ,  

where . 

The formula allows to simplify the process of vector normalization with a high accuracy, but the necessity of the 
inversed expression determination is still present. Additionally, the lower-degree polynomials provide a sufficiently 
accurate approximation of square root and are more appropriate. 

R. Lyon from Apple has developed the quadratic expression8 for the inverse square root  approximation 

 .  

However, the accuracy level of normalized vector calculation is not sufficiently high. Spherical linear interpolation 
(SLERP)17,18,19 provides the determination of unit vectors without the necessity of their normalization. The formula is 
used 

 ,  

where  - angle between  and . 

The disadvantage of SLERP is a high computational complexity of trigonometric functions calculation. T. Barrera et al. 
have proposed the method of an approximate normalization of the triangle’s mid-edge vector, which lies in applying the 
formula2 

 .  

It is advisable to use this method only for small angles between normalized vectors because the maximum relative error 
of mid-edge vector calculation is 12%. 

In addition to this, the normalized midpoint vector can be determined, using the dichotomy method18. The formula is 
used18 
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where  - normalized vector, obtained at the n-th iteration of division, ,  - the angle 

between  and . 

The disadvantage of the approach is the presence of two square roots in the expression. Hence, the development of 
methods that will provide the accelerated and accurate enough vector normalization is necessary. 

 

RESULTS 

Let the coordinates of normalized vectors ( ), ( ), ( ) at respective ABC 
triangle vertices (Fig. 1) be given. The triangle’s vertex B is connected with the point K of the side AC in parallel. 

 
Figure 1. Triangle ABC with the rasterization lines MN, FG, BK, WV 

The vector coordinate increments  and  are calculated for the 
rasterization lines between  and  respectively 

  (1) 

  (2) 

The coordinates of vectors at the points  are calculated respectively to the coordinates of vectors at the 
triangle vertices  

   

   

   

   
The obtained formulas for vector coordinates calculation at the points  are substituted into (1)-(2). We get 
the expressions 
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The formed formulas for calculating the increments of vector coordinates between F, G and M, N differ only by the 

second multipliers of terms ( , ). Since the triangles AFG  and AMN are characterized by the 

equality of respective angles and are similar, the specified multipliers are equal 

 , .  

Then, .  

The triangles ABK and AFG are analogously characterized by the equality of similar angles and are similar. Therefore, 
. 

It similarly can be proven that . The considered triangles 
 and  have the shared line . Hence, the increment of vector coordinates is constant for every triangle’s 

rasterization line. The proven property provides the significant productivity gain for normal vectors determination, 
because the increments are determined for each rasterization line of triangle at once. During the shading of each 
triangle’s rasterization line, the increments of vector components are calculated. Then, the midpoint vectors are 
determined by means of linear interpolation. Later, they are normalized. 

It is proposed to use the method of vector calculation (Fig. 2), which lies in that the normalized vectors are determined 
only at odd points of rasterization line. Vectors at even points of rasterization line are found by adding the normalized 
vectors using the formula 

 ,  

where  - neighboring normalized vectors at odd points of the rasterization line. 

During such approach, the error is not accumulating. It is clear that the vectors at even points are non-unit. If the error is 
small, the normalization of vectors at even points of the rasterization line can be avoided. Let us consider the situations, 
when the normalization of midpoint vectors is optional. It is proposed to use two different approaches. 

 
Figure 2. Method of simplified vector calculation at even points of the rasterization line 
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The first of them lies in the calculation of metric , which determines the length of non-normalized vector [15] 

 ,  

where x - the angle between end vectors  and  of the rasterization line. 

This expression is characterized with the computationally expensive calculation of arccosine for determining the angle x. 
We find the approximate expression  for  calculation  ( ), using the linear regression equation [4] 

 , (3) 

wherе  - vector of  linear coefficients,  - vector of  values,  includes ones vector, vectors of  and  
values. 

The obtained formula is 

 .  

Fig. 3 shows the plot of maximum relative error  of  from  for , . 

 
Figure 3. Plot of maximum relative errors of  from  

The maximum relative error between  and  is 5%. The second approach is used when we know the cosine of 
angle between neighboring vectors at odd rasterization line points. It lies in calculating the metric , the formula of 
which was obtained according to (3) 

 .  

This formula is also applied when only one midpoint vector is calculated for the whole rasterization line. The maximum 

relative error from the expression  ( ) doesn’t exceed 0.7% (Fig. 4). 

 
Figure 4. Plot of relative errors between d2 and d1 (m=2) 
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Squared Error [16, 20]) applying was conducted. If the value of  or , NMSE doesn’t exceed 0.0001, 
which means the absence of visual differences between images. If the value of  or d2 is smaller than 0.9, it is 
necessary to normalize the midpoint vector. Let us consider the question of accelerated normalized vectors calculation at 
the midpoint points. The formula of the midpoint unit vector is formulated according to the expression [18] 

In order to compare the formed and reference images, the experimental research with the NMSE (Normalized Mean 
Squared Error [16, 20]) applying was conducted. If the value of  or , NMSE doesn’t exceed 0.0001, 
which means the absence of visual differences between images. If the value of  or d2 is smaller than 0.9, it is 
necessary to normalize the midpoint vector. Let us consider the question of accelerated normalized vectors calculation at 
the midpoint points. The formula of the midpoint unit vector is formulated according to the expression [18] 

   

where  is an angle between . 

It is proposed to determine the unit vector according to the simplified formula, that doesn’t include computationally 
complex operations of dividing and calculating the square root. We approximate the inverse square root term ( ) 
through the polynomial regression usage. For determining the first-degree approximate expression ( ), the equation 
(3) was used. For determining the second-degree approximate expression ( ), the system of equations was used 

 ,  

where X – vector of  ( ) values, n – number of vector X rows, y – vector of InvC values, β - vector of 
the polynomial expression coefficients. The obtained approximate formulas of the first degree and the second degree are 

 

Fig. 5 shows the plots of relative errors of InvC1 and InvC2 from InvC for . Maximum relative error between 
 and InvC is 3%, between InvC2 and InvC – 0.58%, and on the bigger part of the interval it doesn’t exceed 0.27%. 

 
Figure 5 – Plots of relative errors of  and  from  respectively 

The first variant (V1) of the method usage includes the steps:  criterion calculation, , calculation of even 
midpoint vector, approximated normalization of vector using InvC1. The second variant (V2) includes the steps:  
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criterion calculation, , calculation of even midpoint vector, approximated normalization of vector using InvC2 
. The third variant (V3) includes the steps:  criterion calculation, , calculation of even midpoint 

vector. The fourth variant (V4) includes:  criterion calculation, , calculation of even midpoint vector, 
approximated normalization of vector using . The fifth variant (V5) includes:  criterion calculation, , 
calculation of even midpoint vector, approximated normalization of vector using InvC2. The sixth variant (V6) includes: 

 criterion calculation, , calculation of even midpoint vector. 

Table 1. Results of analysis of the productivity grain from the new proposed method usage 

 

Variant of method usage Productivity gain Vector normalization error, % 
 1.42 3 
 1.37 0.58 
 1.74 up to 10 
 1.44 3 
 1.39 0.58 
 1.67 up to 10 

 

Therefore, the highest productivity gain (1.74 times) during the average triangle shading is obtained when the deviation 
of  from unit length doesn’t exceed 10% and, as result, even vectors of the rasterization line are found by adding the 
neighboring odd vectors.  

 

CONCLUSIONS 

In the work, it was proposed the new highly effective approach to vector normalization for the surfaces of three-
dimensional objects. The approach provides the productivity increase during the shading of average triangle by 1.37-1.74 
times through one-time calculation of vector coordinate increments for each rasterization line and approximate 
calculation of vectors at even points of the rasterization line. The proposed method can be used in highly productive 
systems of three-dimensional computer graphics. 
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